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Description
Technical Field

[0001] The present disclosure relates to methods of encoding data, for example to a method of encoding data using
Delta coding which employs one or more predictors. Moreover, the present disclosure relates to methods of decoding
data, for example to a method of decoding data using Delta decoding which employs one or more predictors. Moreover,
the present disclosure relates to systems, apparatus and devices for implementing aforementioned methods. Further-
more, the present disclosure is concerned with computer program products comprising a non-transitory computer-
readable storage medium having computer-readable instructions stored thereon, the computer-readable instructions
being executable by a computerized device comprising processing hardware to execute aforesaid methods.

Background

[0002] Conventionally, in general, many video codecs, for example MPEG-4, H.264, VC-1, HEVC and VP9, are able
to utilize previous frames for motion estimation of image blocks; these example codec names include trademarks. Motion
estimation and motion compensation are executed block-by-block for each video image frame. Similarly, de-duplication
methods or processing via use of databases can be used to utilize already coded data blocks or data packets when
encoding a given current data block or data packet. Delta coding can be used for reducing entropy of data symbols
presentin video or similar types of content. ODelta coding, as will be elucidated in greater detail below, is also optionally
used for further reducing entropy of data symbols. Moreover, ODelta coding makes it possible to reduce the entropy of
individual bits; methods associated with ODelta coding will be described in greater detail later in APPENDIX 1. Both
DPCM-style methods, namely Delta coding and ODelta coding, utilize previous data values when creating an encoded
data value for an entropy encoder.

[0003] On account of the amount of data and its transfer are contemporarily increasing rapidly, a need for data com-
pression is also increasing, and new and better methods are needed to improve the efficiency of data compression. The
data can, for example, be captured from one or more sensors, for example images, video, audio, measurement data,
or be various types of binary data, ASCI| data and so forth; a mixture of captured sensor data and abstract data is also
feasible.

[0004] There are multiple coding methods presently available when encoding data, but none of them offer a good
enough compression ratio for all different kinds of data. When encoding a given current channel, frame, data block or
data packet, there is often also a need to code different data channels or frames, for example color (English: "colour"),
image channels, audio channels, parallel data measurement, separate images in video, separate packets in audio, 3D
images, 3D audio and so forth, separately, while still utilizing information of already coded channels, frames, data blocks
or data packets. Known data encoding methods are not sufficiently versatile for coping with input data, which has such
a wide diversity of data structures therein.

[0005] Similarly, the spatial information that is already encoded is also beneficially utilized more efficiently for encoding
than by using a known method such as DPCM (http://en.wikipedia.org/wiki/DPCM). There is also a need for simple, but
efficient, encoding and decoding methods that enable lossless and lossy coding of data to be achieved. A method is
provided via the ODelta method, as will be described in greater detail later in APPENDIX 1, but there is a need to utilize
ODelta methods much more efficiently, for example in a manner that modifies typical known Delta coding, making Delta
coding from DPCM suitable also to be used with different predictors. Such an approach enables better entropy reduction
for negative and positive differences, orsum, values for symbols than conventional known Delta coding asin, for example,
DPCM.

[0006] In a published document "Data compression: the complete reference, Author - David Salomon", there is de-
scribed a system to compress animage by correlating neighboring pixels of the image and discloses differential encoding
methods that calculate differences between consecutive data items/pixels (with an increasing value range) and later
encode these differences.

[0007] Inapublished EP patentapplication EP2723071A1("Encoder, decoder and method, Inventor - Tuomas Karkkai-
nen, Ossi Kalevo’), there is described an encoder that encodes data to generate corresponding encoded data. The
encoder includes an analysis unit for analyzing one or more portions of the data to be encoded, and for directing the
one or more portions to appropriate one or more encoding units, wherein the one or more encoding units are operable
to encode the one or more portions thereat to generate the encoded data. The one or more encoding units are operable
to employ mutually different encoding algorithms when encoding the one or more portions. At least one encoding unit
of the one or more encoding units is operable to compute data values present in each portion received thereat, to sub-
divide the data values into at least two sets, to compute at least one aggregate value for a given set derived from the
data values present in the given set. Whilst retaining a spatial mask of the portion, the spatial mask and information
representative of the values computed for the at least two data sets is included in the encoded data. A corresponding
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decoder for decoding data generated by the encoder executes an inverse of encoding steps employed in the encoder.
The encode and/orthe decoder are beneficially implemented using dedicated electronic hardware, for example a custom
digital integrated circuit, a field-programmable gate array (FPGA) or similar. Alternatively, or additionally, the encoder
and/or the decoder can be implemented by executing one or more software products, stored on non-transitory machine-
readable data storage media, on computing hardware coupled in data communication with data memory. Optionally,
the computing hardware is implemented as a high-speed reduced-instruction-set (RISC) processor.

[0008] Thereisalackof known methodsthatare able to combine both properties, namely data reutilization by employing
advanced prediction methods and efficient entropy reduction of residual data with or without quantization, by delivering
or storing only the method selection, namely for frame, channel, data block or data packet, and the encoded residual
values, namely without any motion vectors, selection symbols or database references. Sometimes, even the residual
coding is not needed, because:

(i) the prediction is perfect;
(ii) the residual is constant for all data values, and one value is enough to deliver it; or
(iii) the residual with or without quantization is below an error threshold based on a quality parameter.

Summary

[0009] The invention is defined in the set of appended claims.

[0010] The presentinvention seeksto provide animproved method of encoding data based upon use of Delta encoding
algorithms.

[0011] Moreover, the present invention seeks to provide an improved encoder for encoding data, based upon use of
Delta encoding algorithms.

[0012] Furthermore, the present invention seeks to provide an improved method of decoding data, based upon use
of inverse Delta encoding algorithms.

[0013] Furthermore, the present invention seeks to provide an improved decoder for decoding data, based upon use
of inverse Delta encoding algorithms.

[0014] Accordingto afirst aspect, thereis provided an encoder for encoding input data (D1) to generate corresponding
encoded data (E2), characterized in that the encoder is operable to process the input data (D1) and to encode original
values of at least a portion thereof using at least one delta encoding algorithm, into delta values that are expressed using
a value range that is not increased as compared to a value range of the original values, wherein the at least one delta
encoding method algorithm comprises at least one of: ODelta, DDelta, |Delta, PDelta and is implemented by using a
data processing arrangement for applying to the input data (DA1) atleast one of: differential encoding andsum encoding
to generate one or more corresponding encoded sequences, and wherein the at least one delta encoding algorithm is
implemented by selecting at least one of:

(a) using the data processing arrangement to subject the one or more corresponding encoded sequences to a wrap
around a maximum value and/or a wrap around a minimum value, by addition or subtraction of a wrapValue, for
generating the encoded output data (DA2 or DA3) (=O-Delta), wherein the wrapValue is highValue - lowValue + 1,
where the highValue is a highest occurring number value of the one or more corresponding encoded sequences,
and a lowValue is a lowest occurring number value of the one or more corresponding encoded sequences;

(b) expressing the delta values without sign, when the delta values include only negative values (=DDelta) and when
the data values include only positive values (=IDelta);

(c) using an offset value to express the delta values within the value range of the original values (= PDelta);

wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected at least
one delta encoding algorithm results in entropy reduction; and

and to generate one or more predictors for use in encoding one or more subsequent portions of the input data (D1),
wherein the encoder (100) is also operable to encode data generated by the at least one delta encoding algorithm
and the one or more predictors by employing at least one entropy encoding algorithm to generate the encoded data
(E2), wherein the one or more predictors include at least one of:

(i) one or more temporal predictors;
(i) one or more local spatial predictors which are subject to quantization; and
(iif) one or more local spatial predictors utilizing pre-computed values.

[0015] The presentinvention is of advantage in that a combination of Delta encoding, generation of one or more local
spatial predictors, utilizing a variety of different delivery methods of delta values, and entropy encoding is capable of
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providing highly efficient data encoding.

[0016] “Local spatial predictor' is optionally referred to as "local predictor" or "spatial predictor' as an abbreviation.
[0017] With reference to pre-computed values, the values can be any values that can be determined before performing
the process for the data, based on spatial location; namely; that is, they are not local spatial predictors as in ODelta
encoding, as described in APPENDIX 1. Examples of such pre-computedvalues include a previous block on a left-hand-
side or above in relation to a current data block to be encoded, a location of the same data block in some previous
channel, view or frame, or internal motion prediction within a given data frame.

[0018] The prediction according to the method is typically determined beforehand once andforall. That is, a prediction
for a given block is determined beforehand once and for all with either temporal or spatial prediction. In addition to the
blocks, channels, views and frames mentioned above, motion estimation is also conveniently consideredto be atemporal
prediction. Motion estimation can also be performed spatially, in which case itis a question of a spatial predictor defined
in element (iv) above. Thatis, the motion estimation predictions do not always have to differ from one another temporally.
The spatial prediction herein differs from the "local spatial prediction” utilized for example in ODelta method, described
in APPENDIX 1. When "focal spatial prediction”is usedthe prediction occurs during the method process, andthe predictor
values are not available before the previous values have been processed. This is different in comparison to temporal
predictions and other spatial predictions. Optionally, the prediction can be determined as the process proceeds, as in
ODelta (see APPENDIX 1). In such a case, local spatial predictors in Delta coding are used.

[0019] Optionally, in the encoder, the information which is indicative of a selection of the at least one delta encoding
algorithm is included in the encoded data (E2).

[0020] Optionally, it is also possible to use the Delta encoding algorithm in a following way. If a difference between a
given original value and a corresponding predicted value is always zero or positive, or if the difference between the given
original value and the corresponding predicted value is zero or negative, with or without quantization being applied, then
it is possible to express and deliver only the sign, for example sign bit, of the delta values together with coding algorithm
information. Thus, in such cases, wrapping, as employed in the ODelta algorithm, will not be needed at all, because the
values will always fitinto a given bit count range, even withoutwrapping. Such algorithms usedin this way are conveniently
referred to, for example, as an |Delta ("/ncremental Delta") method and a DDelta ("Decremental Delta") method. The
IDelta method thus delivers only positive delta values, and the DDelta method delivers only negative delta values,
however often , beneficially, swapping the sign, namely sign bit. This swapping is done only for DDelta values, and only
when delivering them. Both methods described above, of course, are also always able to deliver unchanged values
together with a zero symbol/value, whether this unchangedness has been achieved with quantization or without quan-
tization; namely, in such case, the difference between those delta values is not larger than the quantization used.
[0021] Moreover, optionally, it is also possible to use delta values together with a pedestal value. This means that if
there were to occur both negative and positive delta values but their absolute values were small as regards their dynamic
range and bit depth of the data being coded, then it is sometimes beneficial to deliver the pedestal value of the change,
namely the largest negative change, as quantized or not. After that, itis possible to deliver only positive change values,
just as in the aforementioned IDelta method. Such a method employing a pedestal value can be conveniently referred
to as a. "PDelta method". Often, when the PDelta method is used, the dynamic range/bit depth of the data can be
decreased more than when the original ODelta algorithm, see APPENDIX 1, is used. Thatis, the data can be expressed
using less bits because the maximum value of the data will be smaller and therefore the difference between the smallest
and the largest possible value will be corresponding smaller; such benefit arises because the original ODelta method,
see APPENDIX 1, must always express and deliver the dynamic range of the occurring values, namely the value range
of the ODelta values to be delivered.

[0022] Thel Delta, DDelta and PDelta methods described above are beneficial to use in embodiments of the present
disclosure where the prediction that is being used is, for example, the previous block, channel, image or some other set
of values determined, and declared, before using these methods. Therefore, the difference between the value being
coded andthe prediction value is easily determined once andfor all, and thus the prediction for the value or the difference
is not at all dependent upon the other values being coded. These kinds of predicting solutions, referred to called as
"temporal predictors"” or "spatial predictors”, are also especially very well suited to be used with quantization, because
the quantization of the difference values will influence only a single given individual data value to be decoded, and thus
the error caused by quantization cannot accumulate into other data values to be decoded. Quantization can be used
also with local spatial predictors, butin such a case, the algorithm needs to take into account the quantization error when
predicting next value, so that the quantization error does not start cumulating.

[0023] Known types of Delta coding are implemented by reducing from a given current value a prediction value, which
is achieved by using a local spatial predictor, and the difference of these values can result in both positive and negative
values and therefore, the sign always needs to be delivered with the difference value. In ODelta coding, se APPENDIX
1, a difference or a sum of the current value and prediction value can be used and, moreover, delivery of the values is
conducted by using wrapping the values, thus resulting in values that are always positive.

[0024] As aforementioned, the |Delta, DDelta and PDelta methods differ from the known Delta method, as well as the
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earlier ODelta method, as described in APPENDIX 1, wherein the prediction value is delivered using wrapping. Further,
in the ODelta method described in APPENDIX 1, the predictor to be used is limited to a local spatial predictor utilizing
one value only, and it is used always without quantization. However, such limitations are not necessary for the embod-
iments of the present disclosure which are also utilizing other kinds of predictors and/or quantization, even optionally in
combination with the aforementioned ODelta method. It is also feasible to use the original ODelta method that employs
wrapping in the |Delta, DDelta or PDelta methods, because it is often a good solution and in some cases it is even a
better solution than these aforementioned IDelta, DDelta and PDelta methods. This is because the original ODelta
method that employs wrapping is often able to express both positive and negative difference with one and the same
wrapped value/symbol.

[0025] The original ODelta method that employs wrapping performs this in such a way that the positive and negative
values can be distinguished from one another later, based on a value range and a prediction value, whereas in these
aforementioned [Delta, DDelta and PDelta methods only zero value and positive, or negative difference values are
delivered, and thus no other distinguishing is needed in association therewith.

[0026] Optionally, information about the used prediction or possibly used quantization is often delivered together with
the method selection information. Beneficially, the information on quantization can often be delivered for an entire
sequence of data in one go, by using one quantization value or one quality value. Examples of such methods are, for
example, |IDeltaBlockFromChannelQ, PDeltaChannelR_2, DDeltaFrame_4, ODeltaBlockMode and
DDeltaPacketPrevQ70. The first one of these methods, namely |DeltaBlockFromChannelO, delivers only positive differ-
ence values in relation to the channel 0 values in a given corresponding block, namely each data value in the data block
currently being coded is larger than or at least equal to the value in the corresponding location in channel 0 of the block
that is used as prediction.

[0027] Thesecondone ofthese methods, PDeltaChannelR_2, delivers a pedestal value followed by positive difference
values, namely differences between the current channel and R channel, further quantized by two. The method referred
to as DDeltaFrame_4 is well suited for, for example, a gradually darkening image. It delivers negative value changes
as compared with the previous frame, quantized by four. The method referred to as ODeltaBlockMode delivers for the
current block area wrapped difference values, as compared with the mode value. Optionally, this mode value can be
sent/delivered for each block separately, or as predicting mode value the mode value of the entire data channel or the
mode value of the entire data frame can be used. D Delta PacketP revQ70 delivers negative data values for the current
packet, as compared with the previous packet that had the same size and quantization for delta values is defined by
using a quality factor 70.

[0028] The examples presented above are not construed to limit the scope of protection of the present invention, as
defined by the appended claims, because many other similar methods can be used to describe various different em-
bodiments of the method pursuant to the disclosure. Optionally, together with all these methods, data value limits can
be delivered, as they are usually maximum values, so that the data being delivered can be compressed as efficiently
as possible.

[0029] The present disclosure defines and describes an alternative way to use efficiently known encoding methods
to encode data in a partial manner, while not interfering with the operation of the encoding algorithms themselves. Thus,
the methods of embodiments described in this disclosure below are, for example, beneficially used together with other
known methods, or they can replace known coding methods. The methods of the present disclosure use different
predictors and optionally quantizers to ensure lower entropy for any entropy encoder after the operation of these methods
of embodiments of the disclosure.

[0030] Optionally, the encoder is operable to employ at least one quantization algorithm when encoding the input data
(D1) to generate the encoded data (E2), wherein the at least one quantization algorithm results in the encoder providing
lossy encoding of the input data (D1).

[0031] Optionally, the encoderis operable to employ mutually different algorithms for encoding data of mutually different
data structures present in the input data (D1).

[0032] Optionally, the encoder is operable to employ RD optimization when encoding the input data (D1) block-by-
block. More optionally, in the encoder, the RD optimization is computed within the encoder to minimize a value V of an
equation:

V=D+A*R

wherein the distortion (D) is, for example, a sum of squares error (SE) between the input data (D1) and a representation
of the input data (D1) encoded into the encoded data (E2) and decoded into the decoded data (D3), and wherein a rate
(R) represents an amount of encoded data measured, for example, as bits.

[0033] Optionally, in the encoder, the at least one encoding and/or entropy encoding algorithm is operable to employ
at least one of: DC methods, slide methods, multilevel methods, DCT methods, line methods, scale methods, database
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methods, Range coding, Huffman coding, RLE coding, SRLE coding.

[0034] Optionally, the encoder is operable to encode the input data (D1) including data structures corresponding to
at least one of: YUV channels, BGR channels. More optionally, the encoder is operable to encode data of the channels
in an order Y, U, V orin an order G, B, R. The alpha channel, namely the transparency channel, can also be coded
separately or together with the other channels. Correspondingly, the data being coded may be audio data, in which case
the sound amplitude values, which may have bit depths 8, 16 or 24 for example, can be coded separately channel by
channel or many channels at one go. Therefore, whether the data being coded is audio, images, video, genome data,
measurement results, text, binary or anything else, the bit depth of the data being coded can vary for one to, for example,
256 bits per data element.

[0035] Optionally, the encoder is operable to include such data in the encoded data which is indicative of one or more
encoding algorithms employed by the encoder to encode the input data (D1) to generate the encoded data (E2).
[0036] Accordingto a second aspect, there is provided a method of using an encoder for encoding input data (D1) to
generate corresponding encoded data (E2), characterized in that the method includes:

(i) using the encoder to process the input data (D1) and to encode at least a portion thereof using at least one delta
encoding algorithm into delta values that are expressed using a value range that is not increased as compared to
a value range of the original values;, wherein the at least one delta encoding algorithm comprises at least one of:
ODelta, DDelta, IDelta, PDelta and is implemented by using a data processing arrangement for applying to the input
data (DA1) at least one of: differential encoding and sum encoding to generate one or more corresponding encoded
sequences and wherein the at least one delta encoding algorithm is implemented by selecting at least one of:

(a) using the data processing arrangement to subject the one or more corresponding encoded sequences to a
wrap around a maximum value and/or a wrap around a minimum value, by addition or subtraction of awrapValue,
for generating the encoded output data (DA2 or DA3) (=0-Delta), wherein the wrapValue is highValue - lowValue
+ 1, where the highValue is a highest occurring number value of the one or more corresponding encoded
sequences, and a lowValue is a lowest occurring number value of the one or more corresponding encoded
sequences;

(b) expressing the delta values without sigh when the delta values include only negative values(=DDelta) and
when the data values include only positive values (= |Delta); and

(c) using an offset value to express the delta values within the value range of the original values (= PDelta);
wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected at
least one delta encoding algorithm results in entropy reduction;

(i) using the encoder to generate one or more predictors for use in encoding one or more subsequent portions of
the input data (D1); and

(i) generating encoded data, using the encoder, by the at least one delta encoding algorithm and the one or more
predictor by employing at least one entropy encoding algorithm to generate the encoded data (E2), wherein the one
or more predictors include at least one of:

(a) one or more temporal predictors;
(b) one or more local spatial predictors which are subject to quantization; and
(c) one or more local spatial predictors utilizing pre-computed values.

[0037] Optionally, in the method, the at least one Delta encoding algorithm for encoding input data (DA1) including a
sequence of numerical values to generate corresponding encoded output data (DA2 or DA3), is characterized in that
the Delta encoding algorithm includes:

(a) using a data processing arrangement for applying to the input data (DA1) a form of differential and/or sum
encoding to generate one or more corresponding encoded sequences; and

(b) using the data processing arrangement to subject the one or more corresponding encoded sequences to a wrap
around a maximum value and/or a wrap around a minimum value, for generating the encoded output data (DA2 or
DA3).

[0038] Optionally, itis also possible to use the ODelta method, see APPENDIX 1, in a following way. If the difference
between a given original value and a corresponding predicted value is always zero or positive, orif the difference between
the original value and the predicted value is zero or negative, with or without quantization being employed, then it is
possible to express and deliver only the sign, namely sign bit, of the delta values together with coding method information.
Thus, in such cases, wrapping will not be needed at all, because the values will always fit into the given bit count, even



10

15

20

25

30

35

40

45

50

55

EP 3 172 897 B1

without wrapping.

[0039] Methods usedinthis way can be conveniently referred to as, for example, an [Delta ("/ncrement Delta") method
and a DDelta ("Decrement Delta") method. The IDelta method thus delivers only positive delta values, and the DDelta
method delivers only negative delta values, however often, beneficially, swapping the sign, namely the sign bit. Both
methods described above of course always also deliver unchanged values together with a zero symbol/fvalue, whether
this unchangedness has been achieved with quantization or without quantization; namely, in such case, the difference
between the values is not larger than the quantization used.

[0040] Moreover, optionally, it is also possible to use delta values together with a pedestal value. This means that if
there were to occur both negative and positive delta values but their absolute values were small as regards the dynamic
range and bit depth of the data being coded, then it would be sometimes beneficial to deliver the pedestal value of the
change, namely the largest negative change, quantized or not. After that, it is possible to deliver only positive change
values, just as in the aforementioned IDelta method. Such a pedestal method can be referred to, for example, as a
"PDelta method”. Often, when the PDelta method is used, the dynamic range/bit depth of the data can be decreased
more than when the original ODelta method as described in APPENDIX 1 is used. That is, the data can be expressed
using less bits because the maximum value of the data will be smaller and therefore the difference between the smallest
and the largest possible value will be smaller. This arises because the ODelta method must always express and deliver
the dynamic range of the occurring values, namely the value range of the ODelta values to be delivered.

[0041] The I Delta, DDelta and PDelta methods described above are beneficial to use in such solutions where the
prediction that is being used is, for example, a previous block, channel, image or some other set of values determined
and declared before using these methods. Therefore, the difference between the value being coded and the prediction
value is easy to be determined once and for all, and thus the prediction for the value or the difference are not dependent
upon the other values being coded. These kinds of predicting solutions are also especially very well suited to be used
with quantization, because, in these cases, the quantization of the difference values will influence only the one individual
data value to be decoded, andthus the error caused by quantization cannot cumulate into other data values to be decoded.
[0042] Optionally, information about the used prediction or possibly used quantization is often delivered together with
the method selection information. Beneficially, the information on quantization can often be delivered for an entire
sequence of datain one go by using one quantization value or quality value. Examples of such methods are, for example,
conveniently referred to as being |DeltaBlockFromChannel0, PDeltaChannelR_2, DDeltaFrame_4, ODeltaBlockMode
and DDeltaPacketPrev. The first one of these methods, namely IDeltaBlockFromChannelQ, delivers only positive differ-
ence values in relation to the channel 0 values in the corresponding block. That is, each data value in the data block
currently being coded is larger than or at least equal to the value in the corresponding location in channel 0 of the block
that is used as prediction.

[0043] The second one of these methods, namely PDeltaChannelR_2, delivers a pedestal value followed by positive
difference values, namely differences between the current channel and R channel, further quantized by two. The method
DDeltaFrame_4 is well suited for a gradually darkening image, for example. It delivers negative value changes as
compared with the previous frame, quantized by four. The method ODeltaBlockMode delivers for the current block area
wrapped difference values, as compared with the mode value. Optionally, this mode value can be sent/delivered for
each block separately, or as predicting mode value the mode value of the entire data channel or the mode value of the
entire data frame can be used.

[0044] The DDeltaPacketPrev method delivers negative data values for the current packet, as compared with the
previous packet that had a similar size.

[0045] Optionally, the method includes arranging for the encoder to employ at least one quantization algorithm when
encoding the input data (D1) to generate the encoded data (E2), wherein the at least one quantization algorithm results
in the encoder providing lossy encoding of the input data (D1).

[0046] Optionally, the method includes arranging for the encoder to employ mutually different algorithms for encoding
data of mutually different data structures present in the input data (D1).

[0047] Optionally, the method includes arranging for the encoder (100) to employ RD optimization when encoding the
input data (D1) block-by-block, packet-by-packet, channel-by-channel, view-by-view or frame-by-frame. More optionally,
in the method, the RD optimization is computed within the encoder (100) to minimize a value V of an equation:

V=D+A*R

wherein the distortion (D) is a sum of squares error (SE) between the input data (D1) and a representation of the input
data (D1) encoded into the encoded data (E2) and decoded into the decoded data (D3), and wherein the rate (R)
represents the amount of encoded data measured, for example, as bits.

[0048] Optionally, in the method, the at least one encoding and/or entropy encoding algorithm is operable to employ
at least one of: DC methods, slide methods, multilevel methods, DCT methods, line methods, scale methods, database
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methods, Range coding, Huffman coding, RLE coding, SRLE coding.

[0049] Optionally, the method includes arranging for the encoder (100) to encode the input data (D1) including data
structures correspondingto atleas one of. YUV channels, BGR channels. More optionally, the methodincludes arranging
for the encoder (100) to encode data of the channels in an order Y, U, V or in an order G, B, R. The alpha channel,
namely the transparency channel, can also be coded separately or together with the other channels. Correspondingly,
the data being coded may be audio data, in which case the sound amplitude values, which may have, for example, bit
depths 8, 16 or 24, can be coded separately, channel by channel, or many channels in one go. Therefore, whether the
data being coded is audio, images, video, genome data, measurement results, text, binary or anything else, the bit depth
of the data being coded can vary for one to 256 bits per data element, for example.

[0050] Optionally, the method includes arranging for the encoder to include such data in the encoded data which is
indicative of one or more encoding algorithms employed by the encoder to encode the input data (D1) to generate the
encoded data (E2).

[0051] According to a third aspect, there is provided a decoder for decoding encoded data (E2) to generate corre-
sponding decoded data (D3), characterized in that the decoderis operable to perform aninversion of encoding algorithms
implemented in an encoder pursuant to the first aspect.

[0052] Thus, there is provided a decoder for decoding encoded data (E2) to generate corresponding decoded data
(D3), characterized in that the decoder is operable to process the encoded data (E2) by applying at least one entropy
decoding algorithm thereto to generate processed data, and to use one or more predictors in combination with delta
decoding to decode the processed data to generate the decoded data (D3), wherein the at least one delta decoding
methodalgorithm comprises atleast one of: ODelta, DDelta, IDelta, PDelta, andisimplemented by using a data processing
arrangement for applying to the encoded data (E2) at least one of: differential decoding and sum decoding to generate
one or more corresponding decoded sequences and wherein the at least one delta decoding algorithm is implemented
by selecting at least one of:

(a) using the data processing arrangement to subject the one or more corresponding decoded sequences to a wrap
around a maximum value and/or a wrap around a minimum value, by addition or subtraction of a wrapValue, for
generating the decoded output data (D3) (=O-Delta), wherein the wrapValue is highValue - lowValue + 1, where
the highValue is a highest occurring number value of the one or more corresponding encoded sequences, and a
lowest occurring number value the one or more corresponding encoded sequences;

(b) decoding the delta values when the delta values include only negative values(=DDelta) and when the data values
include only positive values (= IDelta);

c¢) using an offset value to decode the delta values expressed within the value range of the original values. (= PDelta);

wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected at
least one delta encoding algorithm results in entropy reduction; and
wherein the one or more predictors include at least one of:

(i) one or more temporal predictors;
(ii) one or more local spatial predictors which are subject to quantization; and
(iii) one or more local spatial predictors utilizing pre-computed values.

[0053] With reference to pre-computed values, the values can be any values that can be determined before performing
the process for the data, based on spatial location; namely; that is, they are not local spatial predictors as in ODelta
encoding, as described in APPENDIX 1. Examples of such pre-computedvalues include a previous block on a left-hand-
side or above in relation to a current data block to be encoded, a location of the same data block in some previous
channel, view or frame, or internal motion prediction within a given data frame.

[0054] Optionally, the decoderis operable to receive information indicative of a method, and then proceeds to execute
a prediction according to the method and computes values to be decoded according to various different methods; in
other words information of the used method is received at the decoder; and based on that information, it can be known
whether to use the pedestal method (PDelta), or whether only positive difference values will occur (IDelta or PDelta), or
whether negative difference values will occur (DDelta), or whether a regular wrap and limit values are used to differentiate
between those negative and positive values (ODelta).

[0055] Optionally, in operation, the decoder receives information indicative of a method, executes prediction according
to the method and computes values to be decoded according to various different methods, namely information of the
used method is received, and based on that information, it can be known whether to use the pedestal method (PDelta),
or whether only positive difference values will occur (IDelta or PDelta), or whether negative difference values will occur
(DDelta), or whether a regular wrap and limit values are used to differentiate between those negative and positive values
(ODelta). The prediction can be determined once and for all, or it can be determined as the process proceeds, as in
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ODelta (see APPENDIX 1). The original ODelta-type procedure which determines the prediction during the process is
referred to as "local spatial prediction”, also as "local prediction”, and this new prediction solution, where the prediction
for a block is determined beforehand once and for all, is referred to as "temporal prediction” or "spatial prediction”. In
addition to the blocks, channels, views and frames mentioned above, motion estimation is also considered "temporal
prediction”.

[0056] Accordingtoafourth aspect, there is provided a method of decoding encoded data (E2) in a decoder to generate
corresponding data (D3), characterized in that the method of decoding includes executing in the decoder an inverse of
a method pursuant to the second aspect.

[0057] The method of decoding encoded data (E2) in a decoder (120) to generate corresponding data (D3), is char-
acterized in that the method of decoding includes processing the encoded data (E2) by applying at least one entropy
decoding algorithm thereto to generate processed data, and using one or more predictors in combination with at least
one delta decoding to decode the processed data to generate the decoded data (D3), wherein the at least one delta
decoding method algorithm comprises at least one of. ODelta, DDelta, IDelta, PDelta, and is implemented by using a
data processing arrangement for applying to the encoded data (E2) at least oneof: differential decoding and sum decoding
to generate one or more corresponding decoded sequences and wherein the at least one delta decoding algorithm is
implemented by selecting at least one of:

(a) using the data processing arrangement to subject the one or more corresponding decoded sequences to a wrap
around a maximum value and/or a wrap around a minimum value, by addition or subtraction of a wrapValue, for
generating the decoded output data (D3) (=0O-Delta), wherein the wrapValue is highValue - lowValue + 1, where
the highValue is a highest occurring number value of the one or more corresponding encoded sequences, and a
lowest occurring number value the one or more corresponding encoded sequences;

(b) decoding the delta values when the delta values include only negative values (=DDelta) and when the data
values include only positive values (= IDelta);

(c) using an offset value to decode the delta values expressed within the value range of the original values (= PDelta);
and

wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected at least
one delta encoding algorithm results in entropy reduction, wherein the processed data includes delta values that
are expressed using a value range that is not increased as compared to a value range of original data from which
the encoded data (E2) was generated,

wherein the one or more predictors include at least one of:

(i) one or more temporal predictors;

(ii) one or more local spatial predictors which are subject to quantization;
and

(iif) one or more local spatial predictors utilizing pre-computed values.

[0058] Pre-computed values are elucidated in the foregoing, likewise local predictors.

[0059] Accordingto afifth aspect, there is provided a computer program product comprising a non-transitory computer-
readable storage medium having computer-readable instructions stored thereon, the computer-readable instructions
being executable by a computerized device comprising processing hardware to execute a method pursuant to the second
aspect or fourth aspect.

[0060] It will be appreciated that features of the invention are susceptible to being combined in various combinations
without departing from the scope of the invention as defined by the appended claims.

Description of the diagrams

[0061] Embodiments of the present disclosure will now be described, by way of example only, with reference to the
following diagrams wherein:

FIG. 1 is a schematic illustration of an example upper-level structure of an embodiment of the present disclosure;

FIG. 2 is a schematic illustration of an example channel of six blocks of an embodiment of the present disclosure;

FIG. 3 is a schematic illustration of an example block and its associated composition;

FIG. 4 is a schematic illustration of neighbourhood data values for prediction purposes, pursuant to an embod-
iment of the present disclosure;

FIG. 5 is a schematic illustration of an encoder, a decoder and codec pursuant to the present disclosure; and

FIG. 6t0 8 relate to supporting disclosure in APPENDIX 1 regarding ODelta methods.
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[0062] Inthe accompanying diagrams, an underlined number is employed to represent an item over which the under-
lined number is positioned or an item to which the underlined number is adjacent. A non-underlined number relates to
an item identified by a line linking the non-underlined number to the item. When a number is non-underlined and ac-
companied by an associated arrow, the non-underlined number is used to identify a general item at which the arrow is

pointing.

Description of embodiments of the invention

[0063]

When describing embodiments of the present disclosure in the following, abbreviations are employed as pro-
vided in Table 1:

Table 1: details of acronyms employed to describe embodiments

Acronym Detail

1D 1-Dimensional, for example referring to a signal or data packet

2D 2-Dimensional, for example referring to a signal or data packet

3D 3-Dimensional, for example referring to a signal or data packet

Block Multiple data elements from digital data, namely a part of digital data

CRC Cyclic redundancy check

Codec Encoder and decoder for digital data

DB Database in RAM-based or ROM-based memory

DC DC-component of an image, namely an image mean, corresponding to an average brightness and
represents a lowest spatial frequency present in the image

Delta Coding | Delta coding is a way of storing or transmitting data in a form of differences between sequential data
rather than complete data files

ISP Internal Switch Provider

LAN Local Area Nework

Packet A body of data including, for example, a plurality of data blocks

RAM Random Access Memory

RD Rate-Distortion

RLE Run-Length Encoding

ROI Region of Interest

ROM Read Only Memory

SRLE Split Run-Length Encoding

VLC Variable-Length Code

XOR Exclusive Or (logic function)

[0064]

In overview, embodiments of the present disclosure are concerned with an enhanced form of encoder and

decoder, and associated enhanced methods of encoding and decoding data. Embodiments of the present disclosure
are based upon Delta encoding methods, such as an ODelta encoding method for example, which will be described in
greater detail below, which has been further enhanced in embodiments of the present disclosure. Delta coding methods
are provided for purposes of coding audio packets, image blocks, internet data packets, channels, video frames and so
forth, by using various mutually different spatial and temporal prediction methods, and optionally a quantizeris employed.
Encoding methods of the present disclosure are suitable for both lossless and lossy coding, and they comprise three
main functional elements:
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(i) prediction;
(ii) ODelta, or similar such as PDelta, |Delta or DDelta, operator with optional quantizer; and
(i) entropy encoding.

[0065] The encoding methods of the present disclosure, and corresponding decoding methods, are susceptible to
being used in encoders and decoders respectively, as will be described in greater detail later with reference to FIG. 5.
[0066] Inthe appended APPENDIX 1, there is provided a description of an ODelta operator for DPCM style of usage.
In the present disclosure, in text prior to the APPENDIX 1, those ODelta operators are modified to use different (local)
spatial, temporal or combinatory prediction methods. The methods of the present disclosure are devised so that they
can be used for an entire data sequence, for individual data frames, for individual data channels, for individual data
blocks or for individual data packets, and so forth. Moreover, methods of the present disclosure provide several mutually
different coding methods based on selected prediction methods, selected ODelta operators, and selected residual coding
and compression methods.

[0067] Many other coding methods are optionally used in conjunction with methods of the present disclosure, and
these such methods are advantageously used with block encoder as described in APPENDIX 2 which is described in
a patent document GB2503295 which is hereby incorporated by reference, and a block decoder as described in AP-
PENDIX 3 which is describedin a patent document GB2505169 which is hereby incorporated by reference. The selection
of a best coding method to employ to encode a given data block is, for example, made by using RD-optimization, when,
for example, a given data channel is to be coded block-by-block. The RD-optimization minimizes a value V of an equation,
namely:

V=D+i*R Eq. 1

wherein the distortion (D), typically, is a sum of squares error (SE) between original and decoded values, and wherein
the rate (R) of encoded data values is typically measured by bits. With the methods pursuant to the present disclosure,
many other coding methods are also optionally used, for example DC methods, slide methods, multilevel methods, DCT
methods, line methods, scale methods and database methods and so forth.

[0068] The methods pursuant to the present disclosure are beneficially used for mutually different data structures
present in input data (D1) to be encoded. For example, an entire data channel, for example a luminance channel of a
planar image, is optionally coded with the methods pursuant to the present disclosure. The methods pursuant to the
present disclosure are simple and are susceptible to being implemented with low complexity in devices and systems,
for example using reduced instruction set (RISC) processors which are contemporarily employed in low-power portable
electronic devices such as mobile telephones, cameras, and similar. Therefore, the results provided by the methods of
the present disclosure for the entire channel can easily be compared against other channel coding methods, for example
black/mode value channel, freeze channel, entropy coded original channel, and channel coding with block encoder. The
selection of the best channel coding method is also beneficially made with RD optimization. A channel coding with a
block encoder method means that the data channel is coded block-by-block with mutually different coding methods and
in this case, one coding method is not used for the whole data channel.

[0069] The methods of the present disclosure are optionally susceptible to being used in lossy coding, hamely with
quantized residual value coding or without residual coding, or in lossless coding, namely with zero residual or non-
quantized residual value coding. All the earlier coded and decoded values in an encoder and in a decoder, pursuant to
the present disclosure, can be used for prediction of current or future data values. When data is coded losslessly by
applying encoding methods of present disclosure thereto, then also the already processed source values, which are the
same as decoded values in lossless coding, can be used for prediction of current or future data values in the encoder.
[0070] The most important parameters of the ODelta operator are highValue, lowValue and wrapValue (namely, at
least highValue - lowValue + 1); this is elucidated in greater detail in APPENDIX 1. Itis also possible that the highValue
and lowValue are defined to utilize quantization. For example, the original data contains values from 0 to 255, but it is
desired that the end result be quantized to values, for example from 0 to 78 (relative quantization 78/255) with a selected
quality factor (for example, 30, in a case when the values of the quality values range from 'one’ to ‘one hundred’, where
the quality value ’one hundred’ refers to lossless compression.). Data offsets can also be used before (pre-offset) or
after (post-offset) utilizing an ODelta operator. Moreover, entropy encoding is beneficially executed after the ODelta
operator, because otherwise the reduced entropy would not be fully utilized in the data encoding.

[0071] Referring to the aforementioned |Delta, DDelta and PDelta methods, the wrapValue does no longer need to
be determined, as was needed in the ODelta method, as described in APPENDIX 1. Therefore, as regards the afore-
mentioned |IDelta, DDelta and PDelta methods, the - highValue’ and fow Value’ play an even more important role, along
with the method selectioninformation andthe eventual quantizationinformation. Inthese cases, highValue’and lowValue’
no longer refer to a value range of final actual data values but instead they refer to the value range of the difference
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values being delivered. The lowValue’ can also be used to determine the pedestal value of the PDelta method, in which
case the maximal data value being delivered is the result of highValue’ - lowValue’ as such, or possibly limited by
quantization. This quantization can be determined either by a divisor, by a quality parameter or as a relative change in
relation to the original dynamic range. An example of such an implementation is provided in the foregoing where the
original highValue or the highest difference highValue’ was 255 and the value range was limited and decreased by a
relative quantization value 78/255. The quantization value of relative quantization can in this example be delivered, for
example, as a value 78 or else as value a 0.3059 (namely less than 78/255).

[0072] The entropy encoding method used is beneficially selected to be Range coding or SRLE Range coding, but
other entropy encoding methods can also be used, for example Huffman coding, RLE coding, SRLE coding. When the
ODelta method described in APPENDIX 1 is used, then the prediction value is preferably always the previous data value
and the first prediction value needs to be initialized by selected initialization method.

[0073] In methods pursuant to the present disclosure, the prediction values can be selected differently to using only
the previous data value. Pursuant to methods of the present disclosure, it is possible to use a prediction value that is
one selected data value or a value calculated from multiple data values. For example, the value can be calculated from
two or more previous data values (1D), from two or more previous data values in the neighborhood (2D, 3D, ...), from
datavalue/values in the previous data block or data packet, from data value/values in the previous data channel/channels,
from data value/values in the previous data frame/frames, from any combination of previously mentioned data values,
and so forth.

[0074] When a prediction value for the current data value is calculated, then the difference, or the sum, between the
original and predicted data value is calculated as the OValue. The OValue can be quantized, or copied, to QOValue,
and then it can be given to the ODelta operator that makes a wrap around (namely by addition and/or subtraction of
wrapValue), if the QOValue is lower than the lowValue or higher than the highValue.

[0075] It will be appreciated that, especially when the value is quantized, the quantization levels have to be designed
so that a wrap around and inverse wrap around can be executed accurately, so that the wrapping operation does not
change the result of the method from positive addition (or subtraction) to negative addition (or subtraction), or vice versa.
The wrap around should neither change the result to a clearly smaller absolute value, or to a clearly bigger absolute
value. This means that, if for example two different quantizers are used for absolute data values, then the small and the
big data values have to be quantized with a smaller quantizer value than the middle data values, so as to avoid a wrong
interpretation of data value in inverse quantization and wrap around.

[0076] Referring next to FIG. 1, there is shown schematically a mannerin which 3D video content is split into different
data structures, such as frames, views, channels, data blocks, data packets and individual data values. Itis also optionally
possible to use additional structures, for example a group of frames, a group of data blocks, init data blocks, and data
slices. All such mutually different structures do not need to be separate during processing and encoding of input data
(D1) to generate corresponding encoded data (E2), pursuant to the present disclosure. The order of data can vary, but
in the example in FIG. 1, the blocks in a given channel are processed from left-to right and from top-to-bottom. All the
values that are already processed, namely encoded, and optionally decoded when implementing lossy coding, can also
be used for prediction of current and future values, because then an encoder and a corresponding decoder pursuant to
the present disclosure can both have information regarding the values decoded from the encoded values.

[0077] Pursuant to the present disclosure, it is often beneficial to encode YUV channels in an order Y, U, V, and also
BGR channels in an order G, R, B or G, B, R to enable better alternatives for temporal channel prediction in methods
pursuant to the present disclosure. Temporal channel prediction is typically a very good method when a given image is
encoded into the RGB color space. Temporal channel prediction reduces channel correlation considerably. When the
YUV color space is used, then the channel correlation is highly reduced already because of the properties of that color
space. Moreover, when the YUV color space is used, then the Y channel contains most of the information, which means
that the U and V channels can be coded more efficiently.

[0078] The methods of the present disclosure optionally have separate sub-methods, namely algorithms, available
for processing mutually different data structures. For example, a color channel can be coded with spatial prediction or
temporal prediction. Different types of temporal prediction sub-methods can also be used. One sub-method, for example,
uses a same channel value in a similar position as in a previous frame, whereas another sub-method uses the same
channel value in a similar position in the previous view, and yet another sub-method uses the similar position value from,
for example, channel 0 to predict the value for, for example, channel 2.

[0079] When temporal prediction is used, there is no need to define any first prediction value, because every value in
the current channel has a prediction value available in the other frames, views or channels. "Temporal kind of prediction’
can also be used for similar data blocks located spatially earlier in a given channel. Typically, when this kind of method
is used, there are only a couple of data block alternatives available, such that the amount of different sub-methods is
not increased excessively. This also means that there is no need to transmit a "motion vector" kind of block descriptor.
This kind of data block descriptor can also be optionally used, but typically the accuracy of a descriptor is, for example,
data blocks and not individual data values, so the amount of different combinations can be highly reduced compared to
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employing intra-motion vector estimation.

[0080] Evenifthere were to be used a combination of alternative available algorithms with a similar accuracy to which
a typical known intrafinter motion estimation method would yield, there would still be a big benefitin employing methods
pursuant to the present disclosure, because selections made by methods of the present disclosure contain also efficient
residual coding by employing ODelta encoding. Thus, in methods pursuant to the present disclosure, there is no need
to use separate intra/inter motion estimation for prediction and then separately, for example a DCT method for residual
coding.

[0081] Inembodiments ofthe present disclosure, spatial prediction optionally uses mutually different prediction values.
A previous value prediction (A for X) is known technology from ODelta techniques; see APPENDIX 1. One beneficial
method to employ in embodiments of the present invention uses prediction value such as P = A + B - C for value X.
Many other prediction values are also optionally used, for example 2A - D or PAETH prediction described in PNG
documentation. The prediction value is beneficially restricted, or otherwise truncated, to a range of possible values. For
example, if a given value in a channel 0 is potentially provided with values between 0 (lowValue) and 63 (highValue)
andA=60,B=61,C=52 thenP =A+B-C =69, which is clipped, truncated or saturated to a value 63 (= highValue).
[0082] If X =62, then OValue, with modified ODelta operator method 1, is 62 - 63 = -1. This value does not need to
be quantized, in lossless coding, and so QOValue is also -1. Now, it will be appreciated that -1 is smaller than lowValue
(0) and, then, wrapValue (64) needs to be added to QOValue to get 63 as the ODelta value. This value is set to a buffer
forentropy encoding purposes for encoding the value X with this ChannelSpatialODeltaCoded method. Similar processing
is performed also for the other data values, and when all the channel values are processed, whereafter the contents of
the buffer of ODelta values are compressed with, for example, range coding, or serial run-length encoding (SRLE) range
coding, to create the output encoded data values for the channel 0.

[0083] It will be appreciated that, when the first row is processed, there is only a value A available for prediction, when
using A + B - C as a prediction value, so the value A is directly used as a prediction value. Similarly, for the first column,
only a B value is available, so the value B is used as a prediction value. The first value, for example an uppermost, left-
most value in the channel 0 does not have any spatial value that can be used for prediction. It is possible to use temporal
values for the first prediction value, namely if it is available in the previous view or in the previous frame for example. If
there is no suitable temporal prediction value available, then, for example a value 0 or a midrange value ((63 - 0 + 1)
div 2 = 32, or a separately delivered mode value of channel/view/frame, can be used as the first prediction value for
channel 0. ltis also possible to use different predictors with a method and even deliver information about which predictor
is used for which frame, channel, block or even data value in the encoded data (E2).

[0084] Similar methods can also be used for, for example, data blocks. The example below illustrates how a block 2
in a channel 2 is coded using a BlockChannel0ODeltaCoded method that allows quantization by value 4 to be used for
corresponding encoded values, with clearly smaller quality requirements. This quantization by value 4 means that low-
Value is 0, highValue is 15 and wrapValue is 16. Now, the block 2 in the current channel 2 contains values as follows,
for example:

45, 48, 50, 52
46, 48, 50, 51
46, 49, 49, 50

[0085] The block 2 in channel 0 contains the following prediction values:

36, 39, 40, 42
36, 37, 39, 41
36, 39, 39, 41

[0086] On account of temporal prediction being used, the quantization of encoded values, that modifies the decoded
values of channel 2, does not affect the prediction values in channel 0, and so the process can be simplified by not
taking the quantization into account when OValues are defined. The OValues are then as follows:

9,9 10,10, 10, 11, 11, 10, 10, 10, 10, 9

[0087] When the values are quantized by dividing them with value 4, then there are thereby generated QOValues as
follows:

2,2,2,2,2,2,2,2,2,2,2,2

[0088] On account of all the values being inside the range, namely 0 to 15, a wrap around is not needed for any
QOvalues, and ODelta values are then the same as QOValues. Now, it will also be appreciated that all the ODelta values
are the same and, then it is feasible to change the used coding method from BlockChannel0ODeltaCoded method to
BlockChannel0ODeltaSame method or to BlockChannelOlDeltaSame method. This BlockChannel0ODeltaSame method
requires that only one value (2) is delivered with it, which enables decoding of block values properly in a decoder, namely
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in a similar manner as done also in an encoder.

[0089] For that data block, the decoder is then issued to employ the encoding method BlockChannel0ODeltaSame
and the value 2. Then, it creates a buffer that contains 12 (4 x 3 block) values as follows:
2,2,2,2,2,2,2,2,2,2,2,2

[0090] In this example, de-quantization multiplies the values by 4, and optionally adds 1 to enable better estimation
of error inside the quantized range. When these values are de-quantized, there are thereby generated values such as:
9,9,9,99991929979°9

[0091] When these de-quantized values are added to prediction values, that are similar to those in the encoder from
channel 0, the block values are as follows:

45, 48, 49, 51
45, 46, 48, 50
45, 48, 48, 50

[0092] The distortion, namely errors between given original data and corresponding decoded after an encoding-de-
coding process, of values during encoding and decoding will be as:

- a0
-~ N O
= N =
O A A

[0093] That distortion is caused by quantization and is quite small. The method is very efficient, because only the
selected method and one value are required to be delivered for a whole given 4x3 data block. If more blocks are to be
coded with the same, or substantially similar, encoding method in the channel, then all those values can be, for example,
range-encoded in a given encoder and rangedecoded in a corresponding given decoder to enable an even higher
compression ratio, namely a ratio of: an amount of the original or decoded data (D1) / amount of the encoded data (E2)).
[0094] When using the aforementioned ODelta, optionally, channel 2 is encoded before channel 0, and then channel
0 beneficially uses channel 2 for prediction. In this case, all the QOValues are beneficially -2. Those values are lower
than lowValue, and therefore a wrap around (namely by addition of wrapValue) is needed, and then all ODelta values
are equal to 14 (-2 + 16). Thus, aforementioned ODelta coding employed for implementing embodiments of the present
disclosure does not increase the range or does not need any sign bit, and for that reason, it is more efficient than a
similar known Delta coding method. ODelta coding is also more efficient than utilization of a DC method for the difference
channel for this current data block.

[0095] Next, an example will be described that encodes spatially a 4x3 block with BlockSpatialODeltaCoded in channel
1. In this example case, this method uses 0 as a first prediction value. The original values are in the range from 0 to
255, and the quality is set so that the lowValue is 0, highValue is 35 and wrapValue is 36 in the encoder. Of course, in
a corresponding decoding phase, the values beneficially still stay in the original range from 0 to 255, and thus in the
decoding phase, the lowValue is 0, highValue is 255 and wrapValue is 256. The original block is then as follows:

141, 151, 148, 137
159, 150, 152, 147
159, 154, 153, 150

[0096] The quantizer for the first 16 levels, namely for levels 0 to 15, and last 16 levels, namely levels 20 to 35, is 7;
for the middle 4 levels, namely levels 16 to 19, the quantizer is 8. This means that all absolute difference values below
112, namely 0 to 111, are quantized, namely divided, by a value 7. The next values until 144, namely 112 to 143, are
subtracted by a value 112, quantized by a value 8, and added by a value 16. The last values, namely 144 to 255, are
subtracted by a value 144, quantized by a value 7, and added by a value 20. Similarly, the de-quantization for the first
16 values, namely values 0 to 15, is performed by multiplying each value by a value 7. The middle values from 16 to 19
are decoded by subtracting each value a value 16 therefrom, thereafter then multiplying each value by 8 and then adding
a value 112 to each value. The last values, namely values 20 to 25, are decoded by subtracting a value 20 from each
value, then multiplying them by a value 7 and then adding a value 144 to them.

[0097] Thefirstvalueis 141. The prediction value was initialized as 0, and so the OValue is 141, and the QOValue is
then 19. There is no need for a wrap around, and the ODelta value is then also 19. This value is decoded back to the
value 136 (16 * 7 + 3 * 8) without a wrap around, and that value is optionally beneficially used for future predictions.
[0098] The second value is 151, the prediction value based on A is optionally used and itis 136. The OValue is 15,
and the QOValue is 2. Again, there is no need for a wrap around, and the ODelta value is 2. This value is decoded back
tovalue 150 (136 + 2 * 7) without employing a wrap around, and itis optionally beneficially also used for future predictions.
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[0099] The third value is 148, and the prediction value based on A is now 150. The OValue is -2, the QOValue is 0.
Again, there is no need for a wrap around, although the OValue is negative, but the quantized value QOValue is 0, and
it is inside the range and thus ODelta value is also 0. This value is decoded back to value 150 (150 + 0) without a wrap
around being employed, and that value is also optionally beneficially used for future predictions.

[0100] The fourth value is 137, the prediction value based on A is again 150. OValue is -13. QOValue is -1. Now a
wrap around is needed and the ODelta value is -1 + 36 = 35. When this value is decoded back, the value 150 + 249 is
higher than highValue, namely a value 255, and so a wrap around is needed and the result is then 150 + 249 - 256 =
143, which is optionally beneficially used for future predictions.

[0101] The fifth value is in the new row anditis 159. The prediction can now be executed by using the value B which
is 136. The OValue is 23, the the QOValue is 3. There is no need for a wrap around, and the corresponding ODelta
value is thus also 3. The decoded value is now 136 + 21 = 157, and it is also optionally beneficially used for future
predictions.

[0102] The sixth value is 150, and it can use A+ B - C as a prediction value. The prediction value is now 157 + 150 -
136 = 171. The OValue is -21, and the QOValue is -3. A wrap around is needed, and the ODelta value is thus 33. The
decoded value needs also to be subject to a wrap around, and then the result is 150 (171 + 235 - 256), which is also
optionally beneficially also used for future predictions.

[0103] Processing is beneficially continued in a similar manner to an end of the given data block, and the overall
ODelta-coded result is then as follows:

19,2,0,35,3,330,0,0,0,0, 1

[0104] These values are beneficially inserted into a buffer and entropy-encoded using, for example, SRLE range
coding, together with other similarly encoded ODelta values. The decoder is provided with information in the encoded
data (E2) regarding the method BlockSpatialODeltaCoded and the encoded ODelta values, and the decoder is then
able to reproduce the values as:

136, 150, 150, 143
157, 150, 150, 143
157, 150, 150, 150

[0105] The distortion, namely an error between the original data (D1) and the decoded (D3), wherein encoding and
decoding used are mutually inverse, of values after encoding and decoding is:

2, -
4
0

6

N N O
A O
w N

[0106] It will be appreciated that the first value can be potentially any value, and a good initialization estimate is
beneficially employ easily to improve the result. It is also possible to deliver these first values separately and improve
the encoding result of other values. The other values typically contain a lot of zeroes, and also a few values close to 1,
corresponding to +1, and close to 35, corresponding to -1; in this example, the highValue was 35 and the wrapValue
was 36.

[0107] Sometimes, all the coded values are zeroes, andin such a case, for example the BlockSpatialODeltaNotCoded
method is beneficially used that performs only spatial prediction, but does not deliver any value for ODelta coding.
Typically, spatial prediction needs coded values, but temporal prediction is often also operated with a constant value,
namely "Same”, or without coding values, namely "NotCoded", instead of the all coded values, namely "Coded"' method.
When methods pursuant to the present disclosure are used, they are typically used as mutually different methods. It is
also possible to use some base method and then employ the sub-method describing, for example, a given used temporal
prediction source, coding solution and so forth. In a next example, Table 2 provides a list of mutually different channel
and block coding sub-methods. Each sub-method is expressed, namely defined, with associated 3 bits.

Table 2: Channel and Block Coding methods

Method Base method Sub-method
Channel_Channel0ODeltaCoded ChannelODelta 000
Channel_Channel10ODeltaCoded ChannelODelta 001
Channel_ViewPreviousChannel0ODeltaCoded ChannelODelta 010
Channel_ViewPreviousChannel1ODeltaCoded ChannelODelta 011
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(continued)

Method Base method Sub-method
Channel_ViewPreviousChannel20DeltaCoded ChannelODelta 100
Channel_FramePreviousODeltaCoded ChannelODelta 101
Channel_Channel PreviousODeltaNotCoded ChannelODelta 110
Channel_SpatialODeltaCoded ChannelODelta 111
Block_Channel0ODeltaCoded BlockODelta 000
Block_Channel1ODeltaCoded BlockODelta 001
Block_Channel0ODeltaSame BlockODelta 010
Block_Channel0ODeltaNotCoded BlockODelta 011
Block_FramePreviousODeltaCoded BlockODelta 100
Block_BlockLeftODeltaCoded BlockODelta 101
Block_BlockUpODeltaCoded BlockODelta 110
Block_SpatialODeltaCoded BlockODelta 111

[0108] Different channels are optionally coded by using mutually different coding methods. For example, a given first
channel (channel 0) is coded with a block encoder, that optionally also uses BlockODelta methods for encoding data
blocks, a given second channel (channel 1) is coded with Channel_Channel0ODeltaCoded temporal prediction based
ODelta method, and a given third channel (channel 2) is coded with a Channel_SpatialODeltaCoded spatial prediction
based ODelta method. If all the channels are coded with the same method, for example with the spatial prediction based
ODelta method, then for example the Frame_SpatialODeltaCoded method is beneficially delivered for a corresponding
frame, and no other coding method needs to be to delivered for that frame, namely no channel coding methods or block
coding methods are required to be used.

[0109] Data structures which are pertinent to embodiments of the present disclosure will next be described with
reference to FIG. 1 to FIG. 4. There are shown data structures and data values that can be used for spatial prediction
in methods of the present disclosure. In FIG. 1, there is shown an example of an upper-level structure, whose data
consists of, for example, three frames, wherein each frame has, for example, two views, and each view has, for example,
three channels. Optionally, the data of the upper-level structure includes slices, groups of data blocks, or other data
structures. Optionally, some structures are missing, for example packets and/or views. The prediction of data values
potentially changes considerably, due to different structures being present or due to a choice of the processing order of
values or structures being employed. In FIG. 2, there is shown an example channel of six blocks. An order of the blocks,
for encoding purposes is from Left-to-Right and Top-Down. In FIG. 2, block comprises, for example, three packets,
wherein each packet has, for example, 4 values. Moreover, in FIG. 3, there is shown an example block and its constituent
elements.

[0110] Therefore, an overall example datais then: ->Data=3*2*3*6* 3 * 4 Values = 1296 Values. A next example
presents neighborhood data values that are used for prediction. In FIG. 4, values A to N are previous data values for a
position X. The values '0’ to 't’ are, for example, previous data values, if they are in one or more other blocks that are
processed earlier than a given current block. The previous data packets, data blocks, channels, views and frames also
potentially contain data values that are useable for prediction purposes. Thus, FIG. 4 is a schematic illustration of
neighborhood (English: “neighbourhood") data values that are potentially useable for performing prediction, pursuant to
the present disclosure.

[0111] Embodiments of the present disclosure described in the foregoing provide methods which are capable of
improving data compression results by utilizing a modified version of the ODelta operator, as aforementioned. The
methods of the present disclosure employ potentially many mutually different prediction method alternatives and an
optional quantizer that operates properly with ODelta wrapping. The methods of the present disclosure also employ
entropy encoding to utilize all the benefits yielded by ODelta-operated entropy reductions. The methods are suitable for
various mutually different kinds of data structures, for example frames, channels, data blocks and data packets. There
are employed well defined coding methods for each structure, which creates a small amount of corresponding ODelta
coded data. Savings in data communication bandwidth required to store and to communicate the encoded data relative
to that required for corresponding un-encoded data are potentially considerable and highly beneficial.

[0112] Aforementioned methods and embodiments are beneficially implemented in respect of data encoders and data
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decoders. Referring to FIG. 5, embodiments of the present disclosure concern:

(i) an encoder 100 for encoding input data D1 to generate corresponding encoded data E2, and corresponding
methods, as aforementioned of encoding the input data D1 to generate the encoded data E2,;

(ii) a decoder 120 for decoding the encoded data E2 to generate corresponding decoded data D3. Optionally, the
decoded data D3 is exactly similar to the input data D1, as in lossless encoding, or the decoded data D3 is approx-
imately similar to the input data D1, as in lossy decoding, or the data D3 is different to the input data D1, for example
by way of a transformation, but retains substantially information present in the input data D1, and corresponding
methods of decoding the encoded data E2 to generate the decoded data D3;

(iii) a codec 130 including a combination of at least one encoder 100 and at least one decoder 120, wherein the
codec 130 is optionally implemented within a single device or is effectively implemented between multiple devices;
for example the codec 130 is optionally implemented as a broadcast system wherein there is an encoder 100 at a
first spatial location and a plurality of decoders 120 at a plurality of other spatial locations.

[0113] Modifications to embodiments of the invention described in the foregoing are possible without departing from

the scope of the invention as defined by the accompanying claims. Expressions such as "including", "comprising",
"incorporating", "consisting of", "have", "is" used to describe and claim the present invention are intended to be construed
in a non-exclusive manner, namely allowing for items, components or elements not explicitly described also to be present.
Reference to the singular is also to be construed to relate to the plural. Numerals included within parentheses in the
accompanying claims are intended to assist understanding of the claims and should not be construed in any way to limit

subject matter claimed by these claims.
APPENDIX 1: Overview of ODelta encoding

[0114] An overview of ODelta encoding is provided below. There is provided for ODelta encoding and associated
technology, including an encoder 1010, a method of using the encoder 1010, a decoder 1020, and a method of using
the decoder 1020.

[0115] The encoder 1010, for encoding input data (DA1) including a sequence of numerical values to generate cor-
responding encoded output data (DA2 or DA3), is characterized in that the encoder 1010 includes a data processing
arrangement for applying to the input data (DA1) a form of differential and/or sum encoding to generate one or more
corresponding encoded sequences, wherein the one or more corresponding encoded sequences are subjected to a
wrap around a maximum value and/or a wrap around a minimum value, for generating the encoded output data (DA2
or DA3).

[0116] The method of using an encoder 1010, for encoding input data (DA1) including a sequence of numerical values
to generate corresponding encoded output data (DA2 or DA3), is characterized in that the method includes:

(a) using a data processing arrangement of the encoder 1010 for applying to the input data (DA1) a form of differential
and/or sum encoding to generate one or more corresponding encoded sequences; and

(b) using the data processing arrangement to subject the one or more corresponding encoded sequences to a wrap
around a maximum value and/or a wrap around a minimum value, for generating the encoded output data (DA2 or
DA3).

[0117] The decoder 1020, for decoding encoded data (DA2, DA3 or DA4) to generate corresponding decoded output
data (DAS5), is characterized in that the decoder 1020 includes a data processing arrangement for offset processing one
or more portions of the encoded data (DA2, DA3 or DA4), wherein the data processing arrangement is operable to apply
a form of differential and/or sum decoding to one or more corresponding encoded sequences of the one or more portions,
wherein the one or more encoded sequences are subjected to a wrap around a maximum value and/or a wrap around
a minimum value, for generating the decoded output data (DAS5).

[0118] The method of using a decoder 1020, for decoding encoded data (DA2, DA3 or DA4) to generate corresponding
decoded output data (DAS5), is characterized in that the method includes:

using a data processing arrangement for processing one or more portions of the encoded data (D2, D3 or D4), wherein
the data processing arrangement is operable to apply a form of differential and/or sum decoding to one or more corre-
sponding encoded sequences of the one or more portions, wherein the one or more encoded sequences are subjected
to awrap around a maximum value and/or a wrap around a minimum value, for generating the decoded output data (D5).
[0119] The method of using a decoder 1020, for decoding encoded data (DA2, DA3 or DA4) to generate corresponding
decoded output data (DAS5), is characterized in that the method includes:

(a) using a data processing arrangement for processing the encoded data (DA2, DA3 or DA4) for applying decoding
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to one or more portions of the encoded data (DA2, DA3 or DA4), taking into account that the encoded data (DAZ2,
DA3 or DA4) includes at least one encoded sequence representing changes in sequential values of translated data,
and employs a wrap around a maximum value or a wrap around a minimum value; and

(b) using the data processing arrangement to generate corresponding processed data, and to translate the one or
more portions using the at least one pre- and/or post-offset value to generate the decoded output data (DA5S).

[0120] Embodiments of the present disclosure for APPENDIX 1 will now be described, by way of example only, with
reference to the following diagrams wherein:

FIG. 6 isanillustration of a codecincluding an encoder and a decoderimplemented to function pursuantto the present
disclosure;

FIG. 7 is anillustration of steps of a method of encoding data as executed in the encoder of FIG. 6; and

FIG. 8 is anillustration of steps of a method of decoding data as executed in the decoder of FIG. 6.

[0121] When describing embodiments of the present disclosure, following acronyms and definitions will be used, as
provided in Table 3:

Table 3: Acronyms and definitions

Acronym Description

ADC Analog-to-digital converter

Codec Encoder and corresponding decoder for digital data

DAC Digital-to-analog converter

DB Database in Random Access Memory (RAM) or Read Only Memory (ROM)

DC DC-component of a given image, namely a mean of the image, namely corresponding to an average

brightness and represents a lowest spatial frequency component of an image

RLE Run-length encoding
ROI Region of interest
ROM Read Only Memory
VLC Variable-length code

[0122] Inoverview, withreferencetoFIG. 6, the presentdisclosureis concernedwithanencoder1010 andits associated
method of operation; beneficially, the encoder 1010 is implemented as a direct ODelta encoder. Moreover, the present
disclosure is also concerned with a corresponding decoder 1020; beneficially, the decoder 1020 is implemented as an
inverse ODelta decoder. Embodiments of the disclosure beneficially employ a direct ODelta operator which is a bit-
optimized version of the aforementioned known Delta encoding method as well as a range-optimized version for other
data. ODelta encoding is used in computing hardware or dedicated digital hardware that employs variable-length data
words, for example 8/16/32/64 bits, and/or employs variable-length encoding of 8/16/32/64 bit data elements whose
original value is expressed in a range of 1 to 64 bits, and a corresponding encoded value is generated with 1 to 64 bits.
Of course, the encoder 1010 and the decoder 1020 are, in any case, aware of which sort of number values are contained
in data DA1, for example original data, and therefore its definition or transmission will not be further elucidated here. It
is merely assumed that a number range (MIN and MAX) is known, and that the data DA1 can be utilized.

[0123] Known Delta coding methods increase the range of values from original (MIN to MAX) to a result (MIN-MAX
to MAX-MIN). This means that it is also creating negative values when the original data contains only positive values.
The ODelta operator pursuant to the present disclosure never creates a value that is not in a range of corresponding
original values, and so it does not increase a used data range, and thus is beneficially employed when executing, for
example, entropy reduction and associated data compression. For example, known Delta encoding methods operate
with streams of 5-bit data, namely in a range of values from 0 to 31, such that data values generated by such Delta
encoding methods will be in a range of -31 to +31, namely 63 values which is substantially expressible using 6 (namely,
sign bit + 5 bits) bits; in contradistinction, the direct ODelta generated values are still in a range of 0 to 31 when generated
from aforesaid streams of 5-bit data. Moreover, whereas known methods of Delta encoding are not possible to be
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implemented recursively, the direct, or inverse, ODelta operator pursuant to the present disclosure is susceptible to
being implemented recursively and yet it still preserves the used range of values. The range of values does not need to
be bit-exact, for example values of 0 to 31 are defined by 5 bits; the ODelta operator is able to use any range of values,
for example a range of values from 0 to 25, whilst still operating properly.

[0124] Inprinciple, the ODelta methods herewith described are always able to function directly on a basis of an existing
datarange, of which will be given an example below. The ODelta methods can also be enhanced by delivering information
indicative of a lowest occurring number value in the data ("lowValue") and a highest occurring number value in the data
("highValue"). It is to be noted that lowValue >= MIN, and highValue <= MAX, and that these values are optional.
[0125] Two examples of direct and inverse ODelta operators pursuant to the present disclosure will be described
below. A first example of the direct and inverse ODelta operators is efficient and relatively simple to implement, for
example in electronic hardware and/or computing hardware operable to execute one or more software products recorded
on non-transient (non-transitory) machine-readable data storage media.

[0126] When implementing direct or inverse ODelta operators pursuant to the present disclosure, beneficially all of
an original sequence of data values are positive and the lowest value is 0. Optionally, some offset value, namely a pre-
offset value or a post- offset value, can be employed to shift the data values so that they are all positive in value and
the lowest value is "0". The ODelta operator pursuant to the present disclosure is susceptible to being employed with
all types of data in a direct manner; itis typically capable of providing data compression, namely reducing communicated
data rate, because, when the offset value is added to all values or subtracted from all values, the range of data values
might be defined using fewer bits. For example, original data values, priorto an application of the direct orinverse ODelta
operator, are in a range from -11 to +18; such a range can be translated to a range of 0 to 29 by using an offset value
of +11 and the translated range thereafter described by 5-bits. When such a pre-offset value or post-offset value is not
employed, the original data values require at least 6 bits to describe them, and often, in practice, a full 8-bit signed byte
is employed for convenience.

[0127] Asimilar optimization of data range is also possible when using a generalized direct or inverse ODelta operator.
Thus, if the direct or inverse ODelta operator, or some other method, creates the data values that can be presented with
an offset value smaller than the full range of values, then that range optimization can be implemented in any phase in
the ODelta encoding method. When the offset value, whether negative or positive in sign, is used, it has also to be
delivered from the encoder 1010 to the decoder 1020 as elucidated later with reference to FIG. 6, FIG. 7 and FIG. 8.
[0128] The direct ODelta operator is susceptible to being implemented in a 1-bit manner, for example for encoding
the original data DA1 in a bit-by-bit manner; in such a 1-bit manner, a method 1 and a method 3, as will described in
greater detail below, create a value "0" when there is no change in bit values in original data DA1 in FIG. 6, and a value
"1" when a change in bit values in the original data DA1 occurs. The prediction for the first bit in the original data is
optionally avalue "0", and so the value of the first bit in the original data DA1 is preserved. Itis also alternatively optionally
possible to employ a predicted value first bit in the original data as a value "1", but such a choice does not provide any
coding benefits; for this reason, no selection needs to be delivered when the prediction is optionally always assumed to
be a value "0" by default for 1-bit data, namely a pre-defined value "0" is employed by the encoder 1010 and the decoder
1020, thereby avoiding a need for this prediction to be communicated and thus resulting in improved data compression.
[0129] An example of direct ODelta encoding pursuant to the present disclosure will now be described. An exemplary
original sequence of bits, namely twenty seven bits, including seventeen "1’s" and twenty "0’s", is provided in Equation
1 (Eqg. 1) as follows:

0101011001000101000000000001111111111

Eq. 1
whose entropy E is calculable from Equation 2 (Eq. 2):
37 37
E =17*log,,| — |+20%| — | =11.08523 Eq. 2
17 20

[0130] A number of bits, namely Min_bit, required to code the entropy E in Equation 2 (Eq. 2) is calculable from
Shannon’s source coding theorem, as described in documents P7 and P8 of Table 4, as provided in Equation 3 (Eq. 3):

Min_bits =— = =3682 bits Eq. 3
log,,, (2)
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[0131] Whenthe original sequence of bits is subject to a direct ODelta operator as aforementioned, namely the method
1 and the method 3, there is generated a sequence of bits as follows, including thirty seven bits of which there are

thirteen "1’s" and twenty four "0’s":

0111110101100111100000000001000000000
Eq. 4

whose entropy E is calculable from Equation 5 (Eq. 5):

37 37
E =13*log,,| — |+20%*| =— |=10.41713 Eq.5
13 24
which is expressible in a minimum number of bits, nhamely Min bits, according to Equation 6 (Eq. 6):

Min _bits = L =34.60 Dbits Eq.6
10g10(2)

[0132] ThesequenceofbitsinEquation4 (Eq. 4)is beneficially subjectto further encodingto achieve data compression,
for example using at least one of: run-length encoding (RLE), Huffman coding, arithmetic encoding, range encoding,
Entropy Modifier encoding or SRLE encoding.

[0133] The ODelta operator reduces an amount of bits required to represent the original data DA1 when its associated
entropy coding method is applied, for example RLE or SRLE is used for the operated data, for example as in Equation
4 (Eq. 4), instead of the original data, for example as in Equation 1 (Eq. 1); this 1-bit direct ODelta operator, namely the

method 1 and the method 3, creates "1's" when there are a lot of changes in the original sequence of bits in Equation
1 (Eq. 1), and it generates "0's" when there is a long stream of mutually similar bits in the original sequence of bits in
Equation 1 (Eq. 1).

[0134] Theinverse version of the ODelta operator, namely inverses of the method 1 and the method 3, changes a bit
value from a value "0" to a value "1", or from a value "1" to a value "0" as appropriate, when there is a value "1" in the
encoded stream of data, namely in the data DA2, and does not change the bit value when there is a "0" value in the
encoded stream of data DA2. When this ODelta operation is executed for the direct ODelta-operated bit stream of data
DA2, the original stream of data DA1 is regenerated as the decoded data DA5; however, as aforementioned, additional
coding such as VLC or Huffman coding is beneficially employed, which also needs to be taken into account; this means
that data DA3 is generated from the data DA2 using a forward operation of entropy encoder and data DA4 is generated
from the data DA3 using an inverse operation of entropy decoder.

[0135] Bené€ficially, the original stream of data DA1 is subdivided into two or more sections prior to encoding being
applied thereto. Such subdivisions provide an opportunity for more optimization to be employed when encoding the
original stream of data DA1. For example, such subdivision is beneficial because changeable sequences in the data

DA1 generate more "1's" when directly ODelta encoded, namely utilizing the method 1 and the method 3, whereas flat
unchangeable sequences, namely "flat" sequences, create more "0’s", for example desirable for subsequent VRL en-
coding or Huffman encoding, so entropy E can be reduced for the entire bit stream constituting the data DA1 by dividing
it into a plurality of sections which can be separately encoded as aforementioned.

[0136] An example of direct ODelta encoding pursuant to the present invention will next be described when a plurality
of sections are employed which are mutually separately encoded. A first section including a sequence of original single

bits includes sixteen bits in total, namely seven "1’s" and nine "0’s", as follows in Equation 7 (Eq. 7):

0101011001000101 Eq. 7

wherein H(X) = 4.7621 and B = 15.82; "H" denotes entropy and "B" denotes Max_bit. When the Equation 7 (Eq. 7)
sequence of original bits is subject to a direct ODelta operator, a sequence of corresponding transformed bits is provided
as in Equation 8 (Eq. 8):

0111110101100111 Eq. 8
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wherein H(X) = 4.3158 and B = 14.34.
[0137] A second section including a sequence of original single bits includes as follows in Equation 9 (Eq. 9):

000000000001111111111 Eq. 9

wherein H(X) = 6.3113 and B = 20.97. When Equation 9 (Eq. 9) sequence of original bits is subject to a direct ODelta
operator, a sequence of corresponding transformed bits is provided as in Equation 10 (Eq. 10):

000000000001000000000 Eq. 10

wherein H(X) = 1.7460 and B = 5.80. In these examples, as aforementioned, H(X) is representative of entropy E, and
B is representative of a minimum number of bits required for coding.

[0138] The best compression in this example from Equation 7 (Eq. 7) and Equation 10 (Eq. 10) is achieved when both
sections are separately subjected to a direct ODelta operator (namely encoding to 14.34 bits + 5.80 bits = 20.14 bits in
total); this requires less bits than the 36.82 bits that were originally required, namely direct ODelta-operated bits requiring
34.60 bits, or the original number of bits required after splitting (= 15.82 bits + 20.97 bits = 36.79 bits). Beneficially,
splitting of an original stream of bits in the data DA1 into sections is executed automatically by analyzing entropy E of
the original data DA1 and the corresponding entropy H of the modified data, namely as included in the data DA2, piece-
by-piece.

[0139] Data compression is optionally implemented in a coarse manner merely by dividing portions of the data DA1
to a new section to be encoded, when there are multiple long run sections available in the data DA1, provided that there
is a big enough area of data wherein bit values change rapidly along the sequence. Optionally, some sections of the
data DA1 are encoded without employing the direct ODelta operator, for example if there is along run of mutually similar
bits with relatively few individual different bits therebetween; in such case, the direct ODelta operator does not impart
significant benefit for data compression purposes.

[0140] Splitting the data DA1 into smaller sections has a disadvantage of generating an additional overhead which
contributes data to the encoded data DA2. Such overhead includes, for example, information indicative of the amount
of data bits or data bytes associated with every new section. However, it is always found to be necessary to transmit at
least a certain amount of overhead data values, and thus there is only one extra overhead data value when a given data
is splitinto two sections of data.

[0141] To achieve an encoded bit stream that can later be decoded, entropy encoding is beneficially implemented
after the direct ODelta operator, for example VLC, Huffman coding, Arithmetic coding, range coding, RLE, SRLE, EM
and similar. It is easier and more computationally efficient to execute optimization computations based on calculated
entropy E and minimum bit estimation values in comparison to actual data encoding. Such an order of execution enables
a considerable speed optimization, and often achieves an optimal data compression result in the encoded data DA2.
Alternatively, itis feasible to execute entropy optimization in such a way that an original bit, alphabet, number, byte and
word data, namely in the data DA1, is first coded with some other method to generate an entropy-optimized bit stream,
and thereafter the direct ODelta operator is used to modify the entropy-optimized bit stream to provide corresponding
encoded data, namely the data DA2. Moreover, this ODelta operated data can still be encoded with other encoding
methods from the data DA2 to generate the data DA3.

[0142] The generalized direct ODelta operator employs a parameter that describes a range of values used in the data
DA1, namely a value or number of bits that are needed to present the values. Moreover, the ODelta operator is employed
in a method that enables the use of positive and negative offset values, in other words positive and negative "pedestal”
values. For example, if data DA1 is presented with seven bits, namely has values from "0" to "127" supported, but it
contains only values in a range of "60" to "115", then, when an offset value of -60 is applied to the data DA1, there is
thereby generatedtranslated data havingvaluesin arange of "0"to "55" that can also be represented as values containing
only six bits, namely a degree of data compression is thereby feasible to achieve. The generalized direct ODelta operator
thus improves results when a full range of data values is present in the data DA1, namely represented in seven bits and
conventionally represented by 8-bit bytes.

[0143] Pursuant to the present disclosure, direct ODelta values, namely the method 1, are susceptible to being com-
puted using a procedure as described by an excerpt of example software code as follows for data that has only positive
values (lowValue = MIN = 0 and highValue = MAX = 127, wrapValue = 127 - 0 + 1 = 128):
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wrapValue = power(2, bits) = power(2, 7) = 128
prediction Value = (lowValue + highValue + 1) div 2 = (wrapValue + 1) div 2 +
lowValue = 64

for all pixels

begin
if(original Value >= predictionValue) then
ODeltaValue = originalValue — predictionValue
else
ODeltaValue = wrapValue + original Value — predictionValue

predictionValue = original Value

end

[0144] An example will now be provided to elucidate further the aforesaid ODelta operator. An original sequence of
values is as follows in Equation 11 (Eq. 11):

65, 80, 126, 1, 62, 45, 89, 54, 66 Eq. 11

[0145] Corresponding Delta coding values are as follows in Equation 12 (Eq. 12):

65, 15, 46, -125, 61, -17, 44, -35, 12 Eq. 12

[0146] Corresponding direct ODelta coding values are as follows in Equation 13 (Eq. 13):

1,15, 46, 3, 61, 111, 44, 93, 12 Eq. 13

wherein wraparound within a parameter wrapValue is employed.
[0147] Aninverse ODelta operator, namely the method 1, is useable for generating inverse ODelta values, for example
as implemented by example software code as follows:

wrapValue = power(2, bits) = power(2, 7) =128
predictionValue = (wrapValue + 1) div 2 + lowValue = 64

for all pixels

begin
ODeltaValue = original Value + predictionValue
if (ODeltaValue >= wrapValue) then
ODecltaValue = ODeltaValue — wrapValue
predictionValue = ODeltaValue

end
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[0148] When this software code is executed and applied to Equation 13 (Eqg. 13), it generates values as provided in
Equation 14 (Eq. 14):

65, 80, 126, 1, 62, 45, 89, 54, 66 Eq. 14

[0149] This example uses wrapValue as a power-of-two value. This is not mandatory and the wrapValue can also be
any value thatis largerthan a highest data value, orvalue largerthan the used range, if negative values are also available,
or range is modified by pre-offsetin a given sequence of data. There will be a further example later showing this feature.
[0150] To summarize the foregoing with reference to FIG. 6, the present disclosure is concerned with the encoder
1010 and the decoder 1020. Optionally, the encoder 1010 and the decoder 1020 are employed in combination as a
codec indicated generally by 1030. The encoder 1010 is operable to receive original input data DA1 which is encoded
using, for example, a direct ODelta method to generate corresponding encoded data DA2 or DA3. The encoded data
DA2 or DA3 is optionally communicated via a communication network 1040 or stored on data storage media 1050, for
example a data carrier such as an optical disc read-only-memory (ROM) or similar. The decoder 1020 is operable to
receive the encoded data DA2 or DAS3, for example streamed via the communication network 1040 or provided on the
data storage media 1050, and to apply an inverse method, for example an inverse ODelta method, to generate corre-
sponding decoded data DAS, for example substantially similar to the original data DA1. The encoder 1010 and the
decoder 1020 are beneficially implemented using digital hardware, for example computing hardware which is operable
to execute one or more software products, for example codes as provided as example embodiments in this description.
Alternatively, the encoder 1010 and/or the decoder 1020 are implemented using dedicated digital hardware.

[0151] The ODelta method, as executed in the encoder 1010, employs steps as depicted in FIG. 7. In an optional first
step 1100, the input data DA1 is processed to find a range of values of its data elements. In an optional second step
1110, from the range of values, an offset, namely a pre-offset, is computed for translating the data elements to a positive
regime to generate a corresponding set of translated elements. In a third step 1120, the elements, optionally translated
in the second step 1110, are then subject to direct ODelta encoding to generate corresponding ODelta encoded values.
In a fourth step 1130, the ODelta encoded values and the optional offset value, minimum value (lowValue), and/or
maximum value (highValue) are then separately encoded, for example using run-length encoding (RLE), range coding,
or Huffman coding, to generate the data DA3 from data DA2. The offset value, minimum value (lowValue), and/or
maximum value (HighValue) are not always compressible, thus requiring it to be delivered using a suitable amount of
bits from the encoder 1010 to decoder 1020. Moreover, the offset value, minimum value (lowValue), and/or maximum
value (highValue) are optional features for the direct ODelta operator; for example, the offset value, in certain situations
has a value "0", lowValue has a value MIN, and highValue has a value MAX, namely no translation is applied and the
full range is used. Especially, when the direct ODelta operator is implemented for 1-bit data, namely for encoding bit-
by-bit, it does not need an offset value at all, and then steps 1100 and 1110 are always ignored. When an offset value
is also used in the step 1110, the range value presenting the highest and lowest values should be updated within it. The
number of different values, namely wrapValue, should be known also by the decoder 1020, or otherwise the encoder
1010 should deliver it to the decoder 1020 within compressed data. Optionally, the default wrapValue (= highValue -
lowValue + 1) is used in encoder and in decoder. Optionally, at least one of the encoder 1010 and the decoder 1020
operate in a recursive manner, for example to find an optimal manner in which to subdivide the input data DA1 into
sections for encoding so as to provide for optimal compression of the data DA1 to generate the encoded data DA2.
[0152] The inverse ODelta method as executed in the decoder 1020 employs steps as depicted in FIG. 8. In a first
step 1200, the data DA2/DA3 or DA4 is subjected to inverse encoding to that which is employed in the aforesaid step
1130 to generate decoded ODelta data, wherein the decoded ODelta data has ODelta-encoded values and optionally
have a separate offset value. In a second step 1210, the ODelta encoded values are decoded to generate a sequence
of data elements. In a third step 1220, the sequence of data elements are translated using the optional pre-offset value
to generate the decoded data DA5; in certain situation, such translation is set to a value "0", namely no translation is
effectively applied. Again, it is possible to execute the method without needing to employ an offset value, for example
when performing 1-bit encoding, namely bit-by-bit encoding, thereby enabling the step 1220 to be ignored. Furthermore,
the decoder 1020 should also knowthe wrapValue to be able to decode data elements receivedthereatin a proper manner.
[0153] By employing the offset to achieve only positive values, more efficient data compression in the data DA2 or
DA3 is capable of being achieved. If all the data values are already positive values, there is no need to add any offset
value. Of course, negative offset values are optionally employed to reduce the available range, as shown in the next
example, but it is not mandatory.

[0154] The methodsin FIG. 7 and FIG. 8 can be optionally further optimized by using only the available values subject
to ODelta coding. Such optimization requires that used values are known. For example, in an example in the foregoing,
only values from 1 (= original minimum) to 126 (= original maximum) are presentin the original data set DA1. The offset
value is then 1 (-> lowValue = original minimum - offset = 1 - 1 = 0 and highValue = original maximum - offset = 126 - 1
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=125). When the pre-offset value has been reduced from the original data DA1, following values are thereby generated
in Equation 15 (Eq. 15):

64, 79, 125, 0, 61, 44, 88, 53, 65 Eq. 15

[0155] From Equation 15 (Eq. 15), the maximum value of 125 is determined (highValue = original max - offset = 126
-1 =125), such that the "number" (= maximum Delta value = highValue - lowValue) can now be 125, or wrapValue can
be at smallest 126 (= number + 1 = highValue - lowValue + 1). Now, it is necessary to store and/or deliver these values
and then the previous example can be modified by changing process values as follows:

wrapValue = 126 (07 to *125” => 126 different values)

prediction Value = (highValue + lowValue + 1) div 2 = (wrapValue + 1) div 2 + lowValue = 63
[0156] Corresponding direct ODelta operator values are provided in Equation 16 (Eq. 16):

1,15, 46,1, 61, 109, 44, 91, 12 Eq. 16

[0157] It will be appreciated that all "negative Delta values" are now reduced by a factor of 2 (namely = range change
=128 - 126). Similarly, in the decoder 1020, the process values have to be changed as follows:

wrapValue = 126

predictionValue = (wrapValue + 1) div 2 + lowValue = 63

[0158] Corresponding inverse ODelta values are as follows in Equation 17 (Eq. 17):

64, 79, 125, 0, 61, 44, 88, 53, 65 Eq. 17

[0159] Whenthe pre-offsetvalueis addedto Equation 17 (Eq. 17), a following resultin Equation 18 (Eq. 18) is obtained
corresponding to original data in Equation 15 (Eq. 15), namely:

65, 80, 126, 1, 62, 45, 89, 54, 66 Eq. 18

[0160] In this example, the range of values is nearly full, so there is a relative modest benefit derived from applying
the direct ODelta operator with offset and maximum values (highValue). However, a reduction in entropy E can still be
achieved, namely resulting in fewer values in a frequency table or in a code table when they are properly delivered.
Greatest benefits can be achieved when the range is less used.

[0161] An example embodiment of a practical 1-bit direct and inverse ODelta method, namely the method 1 or the
method 3, of encoding and decoding data will now be provided by way of executable computer software code; the method
employs the aforesaid direct and inverse ODelta operators, namely the method 1 or the method 3. The software code
is operable, when executed upon computing hardware, to process bits from one byte buffer to another byte buffer. In
the software code, GetBit, SetBit and ClearBit functions always update a HeaderBits value. A HeaderIndex value is also
updated when a next bit will be in a next byte. Optionally, the software code can be optimized, so that only one set of
Headerlndex and HeaderBits values are used for source and destination, such that values are updated only when a
given bit is written to the destination buffer.
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procedure EncodeODeltalu(APrSrc | PByte; ASrcDstBitLen  PCardinal, APWrDst . PByte)

var
iSrcHeaderindex, iSrcHeaderBits, iindex,

iDstHeaderindex, iDstHeaderBits ; Cardinal;

bBit, blasiBit: Boolear;
begin

/1 Reset offsets

iSrcHeaderlndex = 0;

iSreHeaderBits = 0;

iDstHeaderindex = 0;

DstHeaderBits =0,

I nitiglise delta value
bLasiBit (= False

I Gothrough all bits
for index = U 1o ASrcDsiBiiLen®1 do
begin

I Readbit

bBit = GelBiAPESre, (@iSrcHeaderindex, @iSrcHeaderBits)

1 Set destination bitif current scurce bit is different than previous source bit

if (bBit <> bLastBit) then
begin

SetBi(APIDst, @iDsiHeaderindex, @iDstHeaderBits);

blastBit .= bBit
and

glse ClearBittAPEDst, @iDstHeaderindex; @iDstHeaderBits);

end;
end:

function DecodeODeltau(APISre | PByte: ASreDstBitLen : PCardinal, APYDst: PByte)

Boolsar:
var
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iSrcHeaderindex, iSrcHeaderBits, iindex,
iDstHeaderindex, iDstHeaderBits : Cardinal;
bBit, bLastBit : Boolean;
begin
// Reset offsets
iSrcHeaderindex ;= 0;
iSrcHeaderBits .= 0;
iDstHeaderindex := 0;
iDstHeaderBits == 0;

i nitialise delta value
blLastBit = False;

/1 Go through all bits
for ilndex := 0 to ASrcDstBitLen”-1 do
begin
// Read bit
bBit ;= GetBit(APirSrc, @iSrcHeaderindex. @iSrcHeaderBits);

/I Change bit value if source bit is true
if (bBit="True) then
begin
if (bLasiBit= True) then
bLasiBit = False
gise blastBit = True
end;

/I Set destination bit based on bit value (True or False)
if (bLastBit) then
SetBit(APtrDst, @iDstHeaderlndex, @iDstHeaderBits)
else ClearBit(APtrDst, @iDstHeaderindex, @iDstHeaderBits);
end;
end;

[0162] The aforementioned direct andinverse ODelta operators, namely the method 1 or the method 3, are beneficially
employedto compress any type of data thatis in a digital format, for example video data, image data, audio data, graphics
data, seismological data, medical data, measurement values, reference numerals and masks. Moreover, one or more
analog signals are also compressible using the direct ODelta operator when firstly converted to corresponding digital
data, for example by using ADC’s before the compression. When the inverse ODelta operator is used, DAC’s can be
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used after the operation, if it is desired that the data be converted back to one or more analog signals. However, it will
be appreciated that the direct ODelta operator by itself is not usually effective at compressing data, but is capable of
providing effective data compression when employed in combination with other encoding methods, for example variable-
length coding (VLC), arithmetic coding, range coding, run-length encoding, SRLE, Entropy Modifier and so forth. These
encoding methods are used for data DA2 after the direct ODelta operator is employedin the encoder 1010. The encoded
data DA2 has to be correspondingly decoded back before the resulting data is delivered to the inverse ODelta operator
implemented in the decoder 1020. The ODelta operator can also be employed with other types of entropy modifiers. In
certain situations, the direct ODelta operator can result in an increase in entropy E, and data compression algorithms
are beneficially operable to employ the direct ODelta operator selectively for use in encoding data only when it provides
a beneficial data compression performance, for example it is employed selectively based upon a nature of data to be
compressed, for example applied selectively to selected portions of the input data DA1 as aforementioned.

[0163] Thedirect ODelta operator has been devised, for example, to be employed in combination with a block encoder
as described in a US patent application US 13/584, 005, whose contents are hereby incorporated by reference, and the
inverse ODelta operator has been devised to be employed in combination with a block decoder as described in a US
patent application US 13/584, 047, whose contents are hereby incorporated by reference. Optionally, the direct ODelta
operator and inverse ODelta operator are beneficially employed in combination with a multilevel coding method as
described in US patent application US13/657, 382, whose contents are hereby incorporated by reference. Beneficially,
all types of 1-bit data, for example present in the data DA1, that include binary states are subject to the 1-bit version of
the direct ODelta operator to generate corresponding transformed data, which is then thereafter subjected to actual
entropy encoding to generate the encoded data DA2 or DA3. Optionally, as aforementioned, the direct ODelta operator
is employed selectively depending upon a nature of the original data DA1.

[0164] Optionally, it is feasible to employ other methods of modifying entropy of data before or after the direct ODelta
operator. For example, the direct ODelta operator can also be used directly for multi-bit data within a generalized version
of the direct ODelta operator. Moreover, the aforesaid 1-bit version of the direct ODelta operator is beneficially employed
for multi-bit data, after all used bits are first put into a serial sequence of bits.

[0165] When multiple methods are employed for data compression in conjunction with the direct ODelta operator in
the encoder 1010, corresponding inverse operations are performed in reverse order in the decoder 1020, for example:
The following sequence of methods are employed in the encoder 1010:

[data DA1] => direct ODelta (method 2)
=>VLC-
=>EM
=> Arithmetic coding
=> [data DAJ] Eq 19

[0166] The following inverse sequence of methods are employed in the decoder 1020:

[data DA3] => inverse Arithmetic coding
=>inverse EM
=>inverse VLC
=> inverse ODelta (method2)
=> [data DAS] Eq 20

wherein "VLC" denotes variable-length coding, and "EM" denotes entropy modifying.

[0167] The ODelta operator as described in the foregoing is reversible and lossless. Moreover, the ODelta operator
is optionally susceptible to being implemented specifically for 1-bit data streams, for example when performing bit-by-
bit encoding, but also for other data. Beneficially, all types of data are susceptible to being processed using a generalized
version of the direct ODelta operator. Beneficially, the direct ODelta operator is employed when datais to be compressed,
and a corresponding inverse ODelta operator is employed when compressed data is to be decompressed. Optionally,
when the ODelta operator is employed, the direct ODelta operator and its corresponding inverse operation are employed
in a reverse order; in other words, the inverse ODelta operator is performed temporally first on an original bit stream,
thereafter followed by the direct ODelta operator, for regenerating the original bit stream. One ODelta operator increases
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entropy and the other ODelta operator decreases entropy. It is a very rare case that the direct ODelta operator should
not modify entropy at all, and then neither inverse ODelta operator modifies entropy. It is to be noted that the when the
direct and inverse ODelta operators are used, for example for the method 1, then the inverse order of these operations
are similarto the normal order ofthe method 4. Similar change of orderis possible also with the method 2 andthe method 3.
[0168] In the 1-bit version, namely for encoding data in a bit-by-bit manner, the direct ODelta operator beneficially
starts without prediction, namely it assumes by default a prediction of an initial "0" value. In a generalized version, the
ODelta operator starts with a prediction that represents half of a usable data range; for example, if 5-bits are used for
input data values in the data D1, namely thirty two different values in a range from "0" to "31", the prediction value is

%/ = 16. . Beneficially, the ODelta operator needs to be provided with information regarding a useable data range
for data elements to be processed using the operator.

[0169] Embodiments of the disclosure described in the foregoing make it possible to reduce the entropy E that is
presented in the data DA1 as bits or any digital values. The direct ODelta operator nearly always provides improved
entropy reduction as compared to Delta coding. Only the case where Delta coding is used together with byte wraparound,
and the difference ODelta operation with original prediction (method 1) uses the values wrapValue=256, lowVal-
ue=MIN=0, and highValue=MAX=255, produces the identical output result within it. If another direct ODelta method is
used, or if the entire data range is not available in the input data, then the ODelta operator produces better results by
sending the selected method or lowValue and/or highValue, namely that modifies also wrapValue automatically. Smaller
entropy enables data to be compressed with higher data compression ratios. Higher data compression ratios enable
smaller capacity data storage to be employed, and also enable slower data bandwidths to be employed when commu-
nicating compressed data, with corresponding reduction in energy consumption.

[0170] Intheforegoing, it will be appreciated that a form of difference and sum computation is executed in the encoder
1010, and a corresponding inverse computation is performed in the decoder 1020. It is also possible to use another
prediction method used in the encoder 1010, and a corresponding inverse prediction is then performed in the decoder
1020. This means thatthere are actually atleast four different direct ODelta methods as well as atleast four corresponding
inverse ODelta methods. A detailed and exact description of these methods follows. Optionally, the computations are
performed in a recursive manner to obtain a higher degree of data compression in the encoded data DA2 (or DA3).
When executing such recursive computations, a changing number range is employed as a function of how many recursive
computations have been employed. Forexample, inthe encoder 1010, afollowing sequence of computations is performed
on the data DA1 to generate the encoded data DA2 (or DA3):

[Data DA1] edirect ODelta (method 3) =>
edirect ODelta (method 3) =>
eEM =>
edirect ODelta (method 1) =>
eVvLC [Data DA3] Eq. 21

and corresponding inverse operations are performed in the decoder 1020:

[Data DA3] dVLC =>
dinverse ODelta (method 1) =>
dEM =>
dinverse ODelta (method 3) =>

dinverse ODelta (method 3) [Data DA5] Eq. 22

[0171] Each time data is operated upon in these four methods, as denoted by Equations 21 (Eq. 21 corresponding to
the method 1), Equation 22 (Eq. 22 corresponding to the method 2), Equation 23 (Eq.23 corresponding to the method
3), and Equation 24 (Eq. 24 corresponding to the method 4), it is optionally possible to try to use all methods, because
one of these methods might decrease entropy of data being processed more than the other methods. Upon optimizing
the use of methods within the encoder 1010 and/or the decoder 1020, it is advantageous to use the same or different
methods as many times and as long as the selected method, or methods, decrease entropy, as compared to the amount
ofinformation inthe data required. Thus the methods 1to 4 are useable for encoding numerical values, wherein"numerical
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values" encompasses in its definition 1-bit data as well as non-binary numbers, as in encoded streams of bits in a bit-
by-bit manner, as well as multi-bit values

[0172] The difference operation represents a remainder of consecutive number values; correspondingly, the sum
operation represents a sum of consecutive number values. These operations as executed in the encoder 1010 have
their own corresponding inverse operations in the decoder 1020. The difference or sum can be computed based on the
current input value and the previous input or result value that is used as a prediction value. Other prediction values could
also be used and they might, for example, use earlier input and output values inthe encoder 1010 to create the prediction
as long as it is reversible to do so also in the decoder 1020.

[0173] None of such methods compress data significantly within the encoder 1010 and decoder 1020, but all methods
are beneficially employed to reduce entropy, so that some other compression method can then compress the entropy-
reduced data more efficiently. Such other compression method is optionally at least one of. Huffman coding, arithmetic
coding, range coding, RLE coding, SRLE coding, entropy modifier coding. However, for all methods, it is necessary to
communicate a few number values with which the operation and its inverse operation can always be executed exactly,
for example if lossless compression and subsequent lossless decompression of data is to be achieved. Of course, the
encoder 1010 and the decoder 1020 have information regarding which sort of number values are contained in the input
data DA1. Beneficially, it is assumed that the number range, namely defined by MIN and MAX, is known. In principle,
the methods can always function directly on the basis of an existing data range. The number values that the operations
need are the lowest occurring number value (lowValue) and the highest occurring number value (highValue); lowValue
is greater than or equal to MIN, and highValue is less than or equal to MAX.

[0174] On a basis of these values, other necessary number values can be derived. Beneficially, these values are
communicated in various forms, wherein missing values are beneficially computed. For example, if two values from a
set ["lowValue", "highValue", "number"] are known, the "number" is [highValue - lowValue], then a third value can be
computed therefrom. Omitting certain values in the data DAZ2, and then deriving them in the decoder 1020 is capable of
providing greater data compression in the data DA2.

[0175] In addition to these values, a number P is required which can be used as a previous value in computation of
the first value, namely "prediction”. A value between "0" and a "number" value can always be chosen for the number P,
namely "prediction". Moreover, the aforesaid operations need to be provided with the value "wrapValue", in order to
function recoverably when decoding the data DA2/DA3 or DA4 in the decoder 1020, namely to shrink a value range that
the operations generate to be as small as possible. However, this "wrapValue" has to be larger than the "number", and
beneficially it will have a value "number" + 1. Optionally, depending a nature of the data DA1, the first "prediction” value
can be chosen to be "0" as aforementioned, for example if the data DA1 is assumed to contain more small values than
larger ones; alternatively, the first "prediction" value can be chosen to be equal to the "number”, if the data DA1 is
assumed to contain more larger values than smaller ones. In an event that an assumption is not made for the magnitude
of values, then it is desirable to use a value "(wrapValue + 1) div 2 + lowValue" for the "prediction” value.

[0176] Examples of operations performed in computing hardware when implementing embodiments of the present
disclosure will now be described.

[0177] Inthe encoder 1010, the first direct difference operation, namely the method 1, is beneficially implemented as
follows; for all data values, an output value, namely "result", that corresponds to the input value, namely "original" value,
is computed in a software loop:

result = original — prediction

if result < lowValue then result = result + wrapValue

[0178] Finally, the prediction value for the next input is set to be equal to the current input, namely:

prediction = original

[0179] In the decoder 1020, the first inverse difference operation, namely the method 1, is beneficially implemented
as follows: for all data values, an output value, namely "result’, that corresponds to the input value, namely "original”
value, is computed in a software loop:

result = original + prediction
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if result > highValue then result = result - wrapValue

[0180] Finally, the prediction value for the next inputis set to be equal to the current result, namely:

prediction = result

[0181] Inthe encoder 1010, the second direct difference operation, namely the method 2, is beneficially implemented
as follows; for all data values, an output value, namely "result’, that corresponds to the input value, namely "original”
value, is computed in a software loop:

result = original — prediction

if result < lowValue then result = result + wrapValue

[0182] Finally, the prediction value for the next inputis set to be equal to the current result, namely:

prediction = result

[0183] Inthe decoder 1020, the secondinverse difference operation, namely the method 2, is beneficially implemented
as follows: for all data values, an output value, namely "result’, that corresponds to the input value, namely "original”
value, is computed in a software loop:

result = original + prediction

if result > highValue then result = result - wrapValue

[0184] Finally, the prediction value for the next input is set to be equal to the current input, namely:

prediction = original

[0185] Inthe encoder 1010, the first direct sum operation, namely the method 3, is beneficially implemented as follows:
for all data values, an input value, namely "result", that corresponds to the input value, namely "original”", is computed
in a software loop as follows:

result = original + prediction

if result > highValue then result = result - wrapValue

[0186] Finally, the prediction value for the next input is set to be equal to the current input as follows:

prediction = original

[0187] In the decoder 1020, the first inverse sum operation, namely the method 3, is beneficially implemented as
follows: for all data values, an input value, namely "result’, that corresponds to the input value, namely "original”, is
computed in a software loop as follows:
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result = original - prediction

if result < lowValue then result = result + wrapValue

[0188] Finally, the prediction value for the next inputis set to be equal to current result, namely:

prediction = result

[0189] In the encoder 1010, the second direct sum operation, namely the method 4, is beneficially implemented as
follows: for all data values, an input value, namely "result’, that corresponds to the input value, namely "original”, is
computed in a software loop as follows:

result = original + prediction

if result > highValue then result = result - wrapValue

[0190] Finally, the prediction value for the next input is set to be equal to the current result as follows:

prediction = result

[0191] In the decoder 1020, the second inverse sum operation, namely the method 4, is beneficially implemented as
follows: for all data values, an input value, namely "result’, that corresponds to the input value, namely "original”, is
computed in a software loop as follows:

result = original - prediction

if result < lowValue then result = result + wrapValue

[0192] Finally, the prediction value for the next input is set to be equal to current input namely:

prediction = original

[0193] Such sum and difference operations, all four methods, are also applicable to 1-bit data, namely bit-by-bit,
namely when implementing ODelta versions of the encoder 1010 and decoder 1020. |n a situation of 1-bit data, the next
values are already known by both the encoder 1010 and the decoder 1020, namely MIN = 0, MAX = 1. Moreover, it is
beneficially assumed that lowValue = MIN = 0, and highValue = MAX = 1. Furthermore, in such case, the "number" is
therefore [highValue - lowValue = 1 - 0 = 1], and wrapValue is beneficially chosen to be "number" + 1 =1+ 1= 2.
Beneficially, the prediction value is chosen to be a value "0", because there is only 1-bit data being considered that can
only have positive values starting from lowValue = MIN = 0. For 1-bit data, the method 1 and the method 3 yield mutually
similar coding results. Similarly, the method 2 and the method 4 yield mutually similar coding results. Having such
knowledge beneficially simplifies the information which needs to be sent in the data DA2, as various defaults can be
assumed, namely itis only necessary to sendinformation aboutthe number of executiontimes ofthe difference operations,
either the method 1 or the method 2, and the selected prediction (input value (method 1) or result value (method 2)), so
that the decoder 1020 can execute the correct inverse difference operation a requisite number of times when decoding
the data DA2, DA3 or DA4 to generate the decoded data DAS.

[0194] The first example that was created by using the method 1 or the method 3 that creates similar output, can also
be processed by using either the method 2 or the method 4, which also create similar output. The result shown below
can be achieved by those methods when applied to the data Eq 1:
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[0195] This time, the processed data has twenty four "1'"’s and thirteen "0"s, namely the entropy is the same as in the
first example, butthe counts of "1" and "0" change places. This does not always occur, instead often the entropy changes
as well between these different methods. For example, after the four first elements of data, the method 1 and/or the

method 3 produces three "1"’s and one "0", whereas in the original data and the data that has been processed with the
method 2 and/or the method 4 have two "1"s and two "0"’s. Therefore, the method 1 and/or the method 3 in such case
produce smaller entropy than the method 2 and/or the method 4, and also smaller entropy than originally.

[0196] In a multi-bit implementation, if the data DA1 includes values in a range from -64 to +63, then MIN = -64 and
MAX =63. By assuming lowValue = MIN and highValue = MAX, the "number" = 127 and wrapValue is beneficially chosen
to be 128. However, when the data DA1 varies at random, the "prediction” value is beneficially setto a value [(wrapValue
+ 1) div 2 + lowValue =64 + -64 = (0].

[0197] It will be appreciated that, if the first value is for example -1, the first coded value with the direct ODelta method
1, and/or the method 2, would be -1 - 0 = -1, and correspondingly, with the direct ODelta method 3, and/or the method
4, -1+ 0 =-1. The next values would then change according to how the data progresses, for example if the second
value would be 5, then the direct ODelta method 1 would produce 5 - -1 = 6, the direct ODelta method 2 would produce
5--1 =26, the direct ODelta method 3 would produce 5 + -1 = 4, and the direct ODelta method 4 would produce 5 + -1
= 4. The decoder 1020 would in this case be able to produce as the first value when using the inverse ODelta method
1, and/orthe method 2, -1 + 0=-1 and with the inverse ODelta method 3, and/orthe method 4,-1-0=-1. Correspondingly,
the second value with the inverse ODelta method 1 would be 6 + -1 = 5, with the inverse ODelta method 2 it would be
6 + -1 = 5, with the inverse ODelta method 3 it would be 4 - -1 = 5 and with the inverse ODelta it would be 4 - -1 = 5.
[0198] Such a solution can then be optimized if the number range actually only contains values between -20 and +27.
In this example case, it is feasible to transmit, for example, fowValue = -20 and highValue = 27. If both are transmitted,
it is feasible to calculate that number = 47 and wrapValue is then chosen to be beneficially 48. Now, it is feasible to
calculate the value 48 div 2 + -20 = 4 for prediction. Then, the previous example would yield for example for the value
-1 when the ODelta method1, or the method 2, is used: -1 - 4 = -5 and with the ODelta method 3, or the method 4, -1 +
4 = 3. Similarly, the second value would be for the ODelta methods as (5--1)=6, (5--5)=10,(5+-1)=4,and (5 +
3) = 8. Decoding in the decoder 1020 functions correctly again and yields the first value for method 1, and/or method 2,
as -5+ 4 =-1andfor method 3, and/or method 4, as 3 - 4 =-1. Correspondingly, the second values for different methods
would be decodedas (6 +-1)=5,(10+-5)=5,(4--1)=5,and (8 - 3) = 5.

[0199] It will be appreciated that all the values in these examples above are inside the range, namely from -64 to +63
or from -20 to +27, and so it is not necessary to perform the correction term within these example values, but if any
negative or positive change is big enough, then the correction to the data values have to be made by the given Equations
211024 (Eq. 21 to Eq. 24) to keep the result values within the range. Itis to be noted that the correction term here refers
to the wraparound value.

[0200] WhenlowValueis known, codedvalues are beneficially arrangedto start with 0 andto endwith avalue "number”,
for simplifying a coding table which must be sent from the encoder 1010 to the decoder 1020 with the entropy encoded
data DA3. This operation is called post-offset, and this post-offset value has to be deleted from the coded data values
after the entropy decoding and before the inverse ODelta operation to data DA4.

[0201] As mentioned earlier, it is also possible to implement the offset with the pre-offset functionality, where the
original input data (DA1) is transformed into positive elements which can contain values from zero to "number" already
before the actual execution of the ODelta method. Also in this situation, the information transmission that this operation
requires is beneficial to perform in such a way that the "pre-offset" and ODelta method do not repeatedly transmit the
same information, orignore whatis already known thanks to some other method. This pre-offset effect should be deleted
from the decoded data after the inverse ODelta operation to create proper DA5 output data.

Table 4. Known technical art

Earlier Detail
document
P1 "Variable-length code", Wikipedia (accessed 28 November 2012)

URL: http://en.wikipedia.org/wiki/Variable-length_code

P2 "Run-length encoding ", Wikipedia (accessed 28 November 2012)
URL: http://en.wikipedia.org/wiki/Run-length_encoding
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(continued)

Earlier Detail
document
P3 "Huffman coding", Wikipedia (accessed 28 November 2012)

URL: http://en.wikipedia.org/wiki/Huffman_coding

P4 "Arithmetic coding", Wikipedia (accessed 28 November 2012)
URL.: http://en.wikipedia.org/wiki/Arithmetic_coding
P5 "A Mathematic Theory of Communication”, Shannon, Claude E. (1948) (accessed 28 November 2012)
URL: http://cm:bell-labs.com/cm/msfiwhat/shannonday/shannon1948. pdf
P6 "Delta encoding", Wikipedia (accessed 28 November 2012)
URL: http://en.wikipediaorg/wiki/Delta_coding
P7 Shannon’s source coding theorem; Wiikipedia (accessed 28 November 2012)
URL: http://en.wikipedia.org/wiki/Source_coding_theorem
P8 "Entropy" - Wikipedia (accessed 28 November 2012)

URL.: http://en.wikipedia/wiki/Entropy

APPENDIX 2: Overview of block encoder

[0202] The block encoder is described in patent document GB2503295. There is provided a method of encoding input
data, and an encoder operable to encode input data,

[0203] The method of encoding input data to generate corresponding encoded output data , is characterized in that
the method includes steps of:

(a) sub-dividing the input data into a plurality of blocks or packets, the blocks or packets having a size depending
upon a nature of their content, and the blocks or packets being of one or more sizes;

(b) applying a plurality of transformations to content of the blocks or packets to generate corresponding transformed
data;

(c) checking a quality of representation of the transformed data of the blocks or packets compared to the content
of the blocks or packets prior to application of the transformations to determine whether or not the quality of repre-
sentation of the transformed data satisfies one or more quality criteria;

(d) in an event that the quality of representation of the transformed data of the one or more blocks or packets does
not satisfy the one or more quality criteria, sub-dividing and/or combining the one or more blocks or packets further
and repeating step (b); and

(e) in an event that the quality of representation of the transformed data of the one or more blocks or packets satisfies
the one or more quality criteria, outputting the transformed data to provide the encoded output data representative
of the input data to be encoded.

[0204] The encoder operable to encode input data to generate corresponding encoded output data is characterized
in that the encoder includes data processing hardware which is operable:

(a) to sub-divide the input data into a plurality of blocks or packets, the blocks or packets having a size depending
upon a nature of their content, and the blocks or packets being of one or more sizes;

(b)toapply atleast one transformation to content ofthe blocks or packets to generate correspondingtransformed data;
(c) to check a quality of representation of the transformed data of the blocks or packets compared to the content of
the blocks or packets prior to application of the transformations to determine whether or not the quality of represen-
tation of the transformed data satisfies one or more quality criteria;

(d) in an event that the quality of representation of the transformed data of the one or more blocks or packets does
not satisfy the one or more quality criteria, to sub-divide and/or to combine the one or more blocks or packets further
and repeating step (b); and

(e) in an event that the quality of representation of the transformed data of the one or more blocks or packets satisfies
the one or more quality criteria, to output the transformed data to provide the encoded output data representative
of the input data to be encoded.
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APPENDIX 3: Overview of block decoder

[0205] Anoverview ofa block decoderis also describedin a patent document GB2505169. There is provided a method
of decoding encoded input data, and a decoder which is operable to decode input data.

[0206] The method of decoding encoded input data to generate corresponding decoded output data is characterized
in that the method includes steps of:

(a) processing the encoded input data to extract therefrom header information indicative of encoded data pertaining
to blocks and/or packets included in the encoded input data, the header information including data indicative of one
or more transformations employed to encode and compress original block and/or packet data for inclusion as the
encoded data pertaining to the blocks and/or packets;

(b) preparing a data field in a data storage arrangement for receiving decoded block and/or packet content;

(c) retrieving information describing the one or more transformations and then applying an inverse of the one or
more transformations for decoding the encoded and compressed original block and/or packet data to generate
corresponding decoded block and/or packet content for populating the data field;

(d) splitting and/or combining blocks and/or packets in the data field according to splitting and/or combining infor-
mation included in the encoded input data; and

(e) when the encoded input data has been at least partially decoded, outputting data from the data field as the
decoded output data.

[0207] The decoder which is operable to decode input data to generate corresponding decoded output data is char-
acterized in that the decoder includes data processing hardware which is operable:

(a) to process the encoded input data to extract therefrom header information indicative of encoded data pertaining
to blocks and/or packets included in the encoded input data, the header information including data indicative of one
or more transformations employed to encode and compress original block and/or packet data for inclusion as the
encoded data pertaining to the blocks and/or packets;

(b) to prepare a data field in a data storage arrangement for receiving decoded block and/or packet content;

(c) to retrieve information describing the one or more transformations and then applying an inverse of the one or
more transformations for decoding the encoded and compressed original block and/or packet data to generate
corresponding decoded block and/or packet content for populating the data field;

(d) to splitand/or combine blocks and/or packets in the data field according to splitting and/or combining information
included in the encoded input data; and

(e) when the encodedinput data has been at least partially decoded, to output data from the data field as the decoded
output data.

Claims

1.  Anencoder (100) for encoding input data (D1) to generate corresponding encoded data (E2), wherein the encoder
(100) is operable to process the input data (D1) and to encode original values of at least a portion thereof, using at
least one delta encoding algorithm, into delta values that are expressed using a value range that is not increased
as compared to a value range of the original values, wherein the at least one delta encoding algorithm comprises
at least one of. ODelta, DDelta, IDelta, PDelta and is implemented by using a data processing arrangement for
applying to the input data (DA1) at least one of: differential encoding and sum encoding to generate one or more
corresponding encoded sequences of data, and wherein the at least one delta encoding algorithm is implemented
by selecting at least one of:

(a) ODelta, wherein the data processing arrangementis used to subject the one or more corresponding encoded
sequences to awrap around a maximum value and/or awrap around a minimum value, by addition or subtraction
of a wrapValue, for generating the encoded output data (DA2 or DA3), wherein the wrapValue is highValue -
lowValue + 1, where the highValue is a highest occurring number value of the one or more corresponding
encoded sequences, and a lowValue is a lowest occurring number value of the one or more corresponding
encoded sequences;

(b) DDelta, wherein the delta values are expressed without sign, when the delta values include only negative
values and in IDelta when the data values include only positive values;

(c) PDelta, wherein an offsetvalue is used to express the delta values within the value range of the original values,
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wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected at least
one delta encoding algorithm results in entropy reduction; andto generate one or more predictors for use in encoding
one or more subsequent portions of the input data (D1), wherein the encoder (100) is also operable to encode data
generated by the at least one delta encoding algorithm and the one or more predictors by employing at least one
entropy encoding algorithm to generate the encoded data (E2),

wherein the one or more predictors include at least one of:

(i) one or more temporal predictors;
(ii) one or more local spatial predictors which are subject to quantization;
(iif) one or more local spatial predictors utilizing pre-computed values.

An encoder (100) as claimed in claim 1, wherein information which is indicative of a selection of the at least one
delta encoding algorithm is included in the encoded data (E2).

An encoder (100) as claimedin claim 1 or 2, characterized in that the encoder (100) is operable to employ different
algorithms for encoding data of different data structures present in the input data (D1).

An encoder (100) as claimed in any one of claims 1 to 3, characterized in that the encoder (100) is operable to
encode the input data (D1) including data structures corresponding to at least one of: YUV channels, BGR channels.

An encoder (100) as claimed in any one of claims 1 to 4, characterized in that the encoder (100) is operable to
include data in the encoded data (E2) which is indicative of one or more encoding algorithms employed by the
encoder (100) to encode the input data (D1) to generate the encoded data (E2).

A method of using an encoder (100) for encoding input data (D1) to generate corresponding encoded data (E2),
wherein the method includes:

(i) using the encoder (100) to process the input data (D1) and to encode original values of at least a portion
thereof, using at least one delta encoding algorithm, into delta values that are expressed using a value range
thatis notincreased as comparedto a value range of the original values, wherein the at least one delta encoding
algorithm comprises atleast one of: ODelta, DDelta, IDelta, PDelta and is implemented by using a data process-
ing arrangement for applying to the input data (DA1) at least one of: differential encoding and sum encoding to
generate one or more corresponding encoded sequences of data, and wherein the at least one delta encoding
algorithm is implemented by selecting at least one of:

(a) ODelta, wherein the data processing arrangement is used to subject the one or more corresponding
encoded sequences to awrap around a maximum value and/or a wrap around a minimum value, by addition
or subtraction of a wrapValue, for generating the encoded output data (DA2 or DA3), wherein the wrapValue
is highValue - lowValue + 1, where the highValue is a highest occurring number value of the one or more
corresponding encoded sequences, and a lowValue is a lowest occurring number value of the one or more
corresponding encoded sequences;

(b) DDelta, wherein the delta values are expressed without sign when the delta values include only negative
values and in IDelta when the data values include only positive values; and

(c) PDelta, wherein an offset value is used to express the delta values within the value range of the original
values;

wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected
at least one delta encoding algorithm results in entropy reduction;

(i) using the encoder (100) to generate one or more predictors for use in encoding one or more subsequent
portions of the input data (DI); and

(iii) generating encoded data, using the encoder (100), by the at least one delta encoding algorithm and the
one or more predictors by employing at least one entropy encoding algorithm to generate the encoded data
(E2), wherein the one or more predictors include at least one of:

(a) one or more temporal predictors;

(b) one or more local spatial predictors which are subject to quantization;
(c) one or more local spatial predictors utilizing pre-computed values.
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A decoder (120) for decoding encoded data (E2) to generate corresponding decoded data (D3), wherein the decoder
(120) is operable to process the encoded data (E2) by applying at least one entropy decoding algorithm thereto to
generate processed data, andto use one or more predictors in combination with at least one delta decoding algorithm
to decode the processed data to generate the decoded data (D3), wherein the at least one delta decoding algorithm
comprises atleast one of: ODelta, DDelta, IDelta, PDelta, andis implemented by using a data processing arrangement
for applying to the encoded data (E2) at least one of: differential decoding and sum decoding to generate one or
more corresponding decoded sequences of data and wherein the at least one delta decoding algorithm is imple-
mented by selecting at least one of:

(a) ODelta, wherein the data processing arrangementis used to subject the one or more corresponding decoded
sequences to awrap around a maximum value and/or awrap around a minimum value, by addition or subtraction
of a wrapValue, for generating the decoded output data (D3), wherein the wrapValue is highValue - lowValue
+ 1, where the highValue is a highest occurring number value of the one or more corresponding encoded
sequences, and a lowest occurring number value the one or more corresponding encoded sequences;

(b) DDelta, wherein the delta values are decoded when the delta values include only negative values and in
IDelta when the data values include only positive values;

(c) PDelta, wherein an offset value is used to decode the delta values expressed within the value range of the
original values;

wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected at
least one delta encoding algorithm results in entropy reduction; and

wherein the one or more predictors include at least one of:

(i) one or more temporal predictors;
(ii) one or more local spatial predictors which are subject to quantization;
(iif) one or more local spatial predictors utilizing pre-computed values.

A decoder (120) as claimed in claim 7, characterized in that the decoder (120) is operable to employ different
algorithms for decoding data of different data structures present in the encoded data (E2).

A decoder (120) as claimed in any one of claims 7 to 8, characterized in that the decoder (120) is operable to
decode the encoded data (E2) including data structures corresponding to at least one of. YUV channels, BGR
channels.

A decoder (120) as claimed in claim 9, characterized in that the decoder (120) is operable to decode data of the
channels inan order Y, U, V orin an order G, B, R.

A decoder (120) as claimed in any one of claims 7 to 10, characterized in that the decoder (120) is operable to
decode data included in the encoded data (E2) which is indicative of one or more Delta decoding algorithms to be
employed by the decoder (120) to decode the encoded data (E2) to generate the decoded data (D3).

A method of decoding encoded data (E2) in a decoder (120) to generate corresponding data (D3), wherein the
method of decoding includes processing the encoded data (E2) by applying at least one entropy decoding algorithm
thereto to generate processed data, and using one or more predictors in combination with atleast one delta decoding
algorithm to decode the processed data to generate the decoded data (D3), wherein the at least one delta decoding
algorithm comprises at least one of: ODelta, DDelta, IDelta, PDelta, and is implemented by using a data processing
arrangementfor applyingto the encoded data (E2) atleast one of: differential decoding and sum decodingto generate
one or more corresponding decoded sequences of data, and wherein the at least one delta decoding algorithm is
implemented by selecting at least one of:

(a) ODelta, wherein the data processing arrangementis used to subject the one or more corresponding decoded
sequences to awrap around a maximum value and/or awrap around a minimum value, by addition or subtraction
of a wrapValue, for generating the decoded output data (D3), wherein the wrapValue is highValue - lowValue
+ 1, where the highValue is a highest occurring number value of the one or more corresponding encoded
sequences, and a lowest occurring number value the one or more corresponding encoded sequences;

(b) DDelta, wherein the delta values are decoded when the delta values include only negative values and in
IDelta when the data values include only positive values;

(c) PDelta, wherein an offset value is used to decode the delta values expressed within the value range of the
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original values; and

wherein the selection of at least one delta encoding algorithm is performed on the basis that the selected at
least one delta encoding algorithm results in entropy reduction, wherein the processed data includes delta
values that are expressed using a value range that is not increased as compared to a value range of original
data from which the encoded data (E2) was generated,

wherein the one or more predictors include at least one of:

(i) one or more temporal predictors;
(ii) one or more local spatial predictors which are subject to quantization;
(iii) one or more local spatial predictors utilizing pre-computed values.

Patentanspriiche

1.

Codierer (100) zum Codieren von Eingabedaten (D1), um entsprechende codierte Daten (E2) zu erzeugen, wobei
der Codierer (100) betriebsfahigist, um die Eingabedaten (D1) zu verarbeiten und um Originalwerte von mindestens
einem Abschnitt davon unter Verwendung von mindestens einem Delta-Codieralgorithmusin Deltawerte zu codieren,
die unter Verwendung eines Wertebereichs ausgedriickt werden, der im Vergleich zu einem Wertebereich der
Originalwerte nicht vergréfert ist, wobei der mindestens eine Delta-Codieralgorithmus mindestens eines umfasst
von: ODelta, DDelta, IDelta, PDelta und durch Verwenden einer Datenverarbeitungsanordnung implementiert wird
auf die Eingabedaten (DA1) zum Anwenden mindestens eines von: Differenzialcodieren und Summencodieren, um
eine oder mehrere entsprechende codierte Datensequenzen zu erzeugen, und wobei der mindestens eine Delta-
Codieralgorithmus implementiert wird durch Auswé&hlen mindestens eines von:

(a) ODelta, wobei die Datenverarbeitungsanordnung verwendet wird, um die eine oder die mehreren entspre-
chenden codierten Sequenzen einem Wrap um einen Maximalwert und/oder einem Wrap um einen Minimalwert
durch Addition oder Subtraktion eines WrapValue zu unterziehen, zum Erzeugen der codierten Ausgabedaten
(DA2 oder DA3), wobei der WrapValue HighValue - LowValue + 1 ist, wobei der HighValue ein héchster vor-
kommender Zahlenwert der einen oder der mehreren entsprechenden codierten Sequenzen ist und ein LowVa-
lue ein niedrigster vorkommender Zahlenwert der einen oder der mehreren entsprechenden codierten Sequen-
zen ist;

(b) DDelta, wobei die Deltawerte ohne Vorzeichen ausgedrlickt werden, wenn die Deltawerte nur negative
Werte einschlief3en, und in IDelta, wenn die Datenwerte nur positive Werte einschlieRen;

(c) PDelta, wobei ein Versatzwert verwendet wird, um die Deltawerte innerhalb des Wertebereichs der Origi-
nalwerte auszudriicken,

wobei die Auswahl von mindestens einem Delta-Codieralgorithmus auf der Grundlage durchgefihrt wird,
dass der ausgewahlte mindestens eine Delta-Codieralgorithmus zu einer Entropiereduzierung fohrt; und
um einen oder mehrere Pradiktoren zur Verwendung bei dem Codieren eines oder mehrerer nachfolgender
Abschnitte der Eingabedaten (D1) zu erzeugen, wobei der Codierer (100) auch betriebsfahig ist, um Daten
zu codieren, die durch den mindestens einen Delta-Codieralgorithmus und den einen oder mehreren Préa-
diktoren durch Einsetzen mindestens eines Entropiecodieralgorithmus erzeugt werden, um die codierten
Daten (E2) zu erzeugen,

wobei der eine oder die mehreren Pradiktoren mindestens eines einschlieen von:

(i) einen oder mehrere zeitliche Pradiktoren;
(i) einen oder mehrere lokale raumliche Pradiktoren, die einer Quantisierung unterzogen werden;
(iii) einen oder mehrere lokale raumliche Pradiktoren, die vorab berechnete Werte nutzen.

Codierer (100) nach Anspruch 1, wobei Informationen in den codierten Daten (E2) eingeschlossen sind, die eine
Auswahl des mindestens einen Delta-Codieralgorithmus anzeigen.

Codierer (100) nach Anspruch 1 oder 2, dadurch gekennzeichnet, dass der Codierer (100) betriebsfahig ist, um
unterschiedliche Algorithmen zum Codieren von Daten unterschiedlicher Datenstrukturen einzusetzen, die in den

Eingabedaten (D1) vorhanden sind.

Codierer (100) nach einem der Anspriche 1 bis 3,
dadurch gekennzeichnet, dass der Codierer (100) betriebsfahig ist, um die Eingabedaten (D1) zu codieren, die
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Datenstrukturen einschlieen, die mindestens einem entsprechen von: YUV-Kanale, BGR-Kanale.

Codierer (100) nach einem der Anspriche 1 bis 4,

dadurch gekennzeichnet, dass der Codierer (100) betriebsfahig ist, um Daten in die codierten Daten (E2) einzu-
schlief3en, die einen oder mehrere Codieralgorithmen anzeigen, die durch den Codierer (100) eingesetzt werden,
um die Eingabedaten (D1) zu codieren, um die codierten Daten (E2) zu erzeugen.

Verfahrenzum Verwenden eines Codierers (100) zum Codieren von Eingabedaten (D1), um entsprechende codierte
Daten (E2) zu erzeugen, wobei das Verfahren einschlief3t:

(i) Verwenden des Codierers (100), um die Eingabedaten (D1) zu erzeugen und um Originalwerte von mindes-
tens einem Abschnitt davon unter Verwendung von mindestens einem Delta-Codieralgorithmus in Deltawerte
zu codieren, die unter Verwendung eines Wertebereichs ausgedrickt werden, derim Vergleich zu einem Wer-
tebereich der Originalwerte nichtvergréRertist, wobei der mindestens eine Delta-Codieralgorithmus mindestens
eines umfasst von: ODelta, DDelta, |Delta, PDelta und durch Verwenden einer Datenverarbeitungsanordnung
zum Anwenden auf die Eingabedaten (DA1) implementiert wird mindestens eines von: Differenzialcodieren und
Summencodieren, um eine oder mehrere entsprechende codierte Datensequenzen zu erzeugen, und wobei
der mindestens eine Deltacodieralgorithmus implementiert wird durch Auswahlen mindestens eines von:

(a) ODelta, wobei die Datenverarbeitungsanordnung verwendet wird, um die eine oder die mehreren ent-
sprechenden codierten Sequenzen einem Wrap um einen Maximalwert und/oder einem Wrap um einen
Minimalwert durch Addition oder Subtraktion eines WrapValue zu unterziehen, zum Erzeugen der codierten
Ausgabedaten (DA2 oder DA3), wobei der WrapValue HighValue - LowValue + 1 ist, wobei der HighValue
ein hdchstervorkommender Zahlenwert der einen oder der mehreren entsprechenden codierten Sequenzen
ist und ein LowValue ein niedrigster vorkommender Zahlenwert der einen oder der mehreren entsprechen-
den codierten Sequenzen ist;

(b) DDelta, wobei die Deltawerte ohne Vorzeichen ausgedrickt werden, wenn die Deltawerte nur negative
Werte einschliefden, und in IDelta, wenn die Datenwerte nur positive Werte einschlief3en; und

(c) PDelta, wobei ein Versatzwert verwendet wird, um die Deltawerte innerhalb des Wertebereichs der
Originalwerte auszudricken;

wobei die Auswahl von mindestens einem Delta-Codieralgorithmus auf der Grundlage durchgeflhrt wird, dass
der ausgewahlte mindestens eine Delta-Codieralgorithmus zu einer Entropiereduzierung flhrt;

(i) Verwenden des Codierers (100), um einen oder mehrerer Pradiktoren zur Verwendung bei dem Codieren
eines oder mehrerer nachfolgender Abschnitte der Eingabedaten (D1) zu erzeugen; und

(iii) Erzeugen von codierten Daten unter Verwendung des Codierers (100) durch den mindestens einen Delta-
Codieralgorithmus und den einen oder die mehreren Pradiktoren durch Einsetzen mindestens eines Entropie-
codieralgorithmus, um die codierten Daten (E2) zu erzeugen, wobei der eine oder die mehreren Pradiktoren
mindestens eines einschlielen von:

(a) einen oder mehrere zeitliche Pradiktoren;
(b) einen oder mehrere lokale raumliche Pradiktoren, die der Quantisierung unterzogen werden;
(c) einen oder mehrere lokale raumliche Pradiktoren, die vorab berechnete Werte nutzen.

Decodierer (120) zum Decodieren von codierten Daten (E2), um entsprechende decodierte Daten (D3) zu erzeugen,
wobei der Decodierer (120) betriebsfahig ist, um die codierten Daten (E2) durch darauf Anwenden mindestens eines
Entropiedecodieralgorithmus zu verarbeiten, um verarbeitete Daten zu erzeugen, und um einen oder mehrere Préa-
diktoren in Kombination mit mindestens einem Delta-Decodieralgorithmus zu verwenden, um die verarbeiteten
Daten zu decodieren, um die decodierten Daten (D3) zu erzeugen, wobei der mindestens eine Delta-Decodieral-
gorithmus mindestens eines umfasst von: ODelta, DDelta, |Delta, PDelta, und durch Verwenden einer Datenverar-
beitungsanordnung zum Anwenden auf die codierten Daten (E2) implementiert wird mindestens eines von: Diffe-
renzdecodieren und Summendecodieren, um eine oder mehrere entsprechende decodierte Datensequenzen zu
erzeugen, und wobei der mindestens eine Delta-Decodieralgorithmus durch Auswahlen implementiert wird von
mindestens einem von:

(a) ODelta, wobei die Datenverarbeitungsanordnung verwendet wird, um die eine oder die mehreren entspre-

chenden decodierten Sequenzen einem Wrap um einen Maximalwert und/oder einem Wrap um einen Minimal-
wert durch Addition oder Subtraktion eines WrapValue zu unterziehen, zum Erzeugen der decodierten Ausga-
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bedaten (D3), wobei der WrapValue HighValue - LowValue + 1 ist, wobei der HighValue ein héchster vorkom-
mender Zahlenwert der einen oder der mehreren entsprechenden codierten Sequenzen und ein niedrigster
vorkommender Zahlenwert der einen oder der mehreren entsprechenden codierten Sequenzen ist;

(b) DDelta, wobei die Deltawerte decodiert werden, wenn die Deltawerte nur negative Werte einschlie3en, und
in IDelta, wenn die Datenwerte nur positive Werte einschlie3en;

(c) PDelta, wobei ein Versatzwert verwendet wird, um die Deltawerte zu decodieren, die innerhalb des Werte-
bereichs der Originalwerte ausgedruckt werden;

wobei die Auswahl von mindestens einem Delta-Codieralgorithmus auf der Grundlage durchgefihrt wird,
dass der ausgewahlte mindestens eine Delta-Codieralgorithmus zu einer Entropiereduzierung fuhrt; und
wobei der eine oder die mehreren Pradiktoren mindestens eines einschlieen von:

(i) einen oder mehrere zeitliche Pradiktoren;
(i) einen oder mehrere lokale raumliche Pradiktoren, die der Quantisierung unterzogen werden;
(iii) einen oder mehrere lokale raumliche Pradiktoren, die vorab berechnete Werte nutzen.

Decodierer (120) nach Anspruch 7, dadurch gekennzeichnet, dass der Decodierer (120) betriebsfahig ist, um
unterschiedliche Algorithmen zum Decodieren von Daten unterschiedlicher Datenstrukturen einzusetzen, diein den
codierten Daten (E2) vorhanden sind.

Decodierer (120) nach einem der Ansprlche 7 bis 8,
dadurch gekennzeichnet, dass der Decodierer (120) betriebsfahig ist, um die codierten Daten (E2) zu decodieren,
die Datenstrukturen einschlieRen, die mindestens einem entsprechen von: YUV-Kanéle, BGR-Kanale.

Decodierer (120) nach Anspruch 9, dadurch gekennzeichnet, dass der Decodierer (120) betriebsfahig ist, um
Daten der Kanale in einer Reihenfolge Y, U, V oder in einer Reihenfolge G, B, R zu decodieren.

Decodierer (120) nach einem der Ansprliche 7 bis 10,

dadurch gekennzeichnet, dass der Decodierer (120) betriebsfahigist, um Datenzu decodieren, diein den codierten
Daten (E2) eingeschlossen sind, die einen oder mehrere Delta-Decodieralgorithmen anzeigen, die durch den De-
codierer (120) eingesetzt werden sollen, um die codierten Daten (E2) zu decodieren, um die decodierten Daten
(D3) zu erzeugen.

Verfahren zum Decodieren von codierten Daten (E2) in einem Decodierer (120), um entsprechende Daten (D3) zu
erzeugen, wobei das Decodierverfahren das Verarbeiten der codierten Daten (E2) durch Anwenden von mindestens
einem Entropiedecodieralgorithmus darauf einschlief3t, um verarbeitete Daten zu erzeugen, und das Verwenden
eines oder mehrerer Pradiktoren in Kombination mit mindestens einem Delta-Decodieralgorithmus, um die verar-
beiteten Daten zu decodieren, um die decodierten Daten (D3) zu erzeugen, wobei der mindestens eine Delta-
Decodieralgorithmus mindestens eines umfasst von: ODelta, DDelta, IDelta, PDelta, und durch Verwenden einer
Datenverarbeitungsanordnung zum Anwenden auf die codierten Daten (E2) implementiert wird mindestens eines
von: Differenzdecodieren und Summendecodieren, um eine oder mehrere entsprechende decodierte Datensequen-
zen zu erzeugen, und wobei der mindestens eine Delta-Decodieralgorithmus durch Auswahlen implementiert wird
von mindestens einem von:

(a) ODelta, wobei die Datenverarbeitungsanordnung verwendet wird, um die eine oder der mehreren entspre-
chenden decodierten Sequenzen einem Wrap um einen Maximalwert und/oder einem Wrap um einen Minimal-
wert durch Addition oder Subtraktion eines WrapValue zu unterziehen, zum Erzeugen der decodierten Ausga-
bedaten (D3), wobei der WrapValue HighValue - LowValue + 1 ist, wobei der HighValue ein héchster vorkom-
mender Zahlenwert der einen oder der mehreren entsprechenden codierten Sequenzen und ein niedrigster
vorkommender Zahlenwert der einen oder der mehreren entsprechenden codierten Sequenzen ist;

(b) DDelta, wobei die Deltawerte decodiert werden, wenn die Deltawerte nur negative Werte einschlie3en, und
in IDelta, wenn die Datenwerte nur positive Werte einschlie3en;

(c) PDelta, wobei ein Versatzwert verwendet wird, um die Deltawerte zu decodieren, die innerhalb des Werte-
bereichs der Originalwerte ausgedrickt werden; und

wobei die Auswahl von mindestens einem Delta-Codieralgorithmus auf der Grundlage durchgefihrt wird,

dass der ausgewahlte mindestens eine Delta-Codieralgorithmus zu einer Entropiereduzierung fuhrt, wobei
die verarbeiteten Daten Deltawerte einschlieRen, die unter Verwendung eines Wertebereichs ausgedrickt
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werden, der im Vergleich zu einem Wertebereich der Originaldaten, aus denen die codierten Daten (E2)
erzeugt werden, nicht vergréRert ist,
wobei der eine oder die mehreren Pradiktoren mindestens eines einschlieen von:

(i) einen oder mehrere zeitliche Pradiktoren;
(i) einen oder mehrere lokale raumliche Pradiktoren, die der Quantisierung unterzogen werden;
(iii) einen oder mehrere lokale raumliche Pradiktoren, die vorab berechnete Werte nutzen.

Revendications

Codeur (100) permettant de coder des données d’entrée (D1) afin de générer des données codées correspondantes
(E2), dans lequel le codeur (100) peut fonctionner pour traiter les données d’entrée (D1) et pour coder des valeurs
originales d’'au moins une partie de celles-ci, a 'aide d’au moins un algorithme de codage delta, en valeurs delta
qui sont exprimées a I'aide d'une plage de valeurs qui n’est pas augmentée par rapport a une plage de valeurs des
valeurs originales, dans lequel ledit au moins un algorithme de codage delta comprend au moins I'un parmi : ODelta,
DDelta, IDelta, PDelta et est mis en oeuvre a l'aide d’un agencement de traitement de données pour appliquer aux
données d’'entrée (DA1) au moins I'un parmi : un codage différentiel et un codage de somme pour générer une ou
plusieurs séquences de données codées correspondantes, et dans lequel I'au moins un algorithme de codage delta
est mis en oeuvre en sélectionnant au moins I'un parmi :

(a) ODelta, dans lequel 'agencement de traitement de données est utilisé pour soumettre la ou les séquences
codées correspondantes a un bouclage autour d’'une valeur maximale et/ou a un bouclage autour d’une valeur
minimale, par addition ou soustraction d’'une wrapValue, pour générer les données de sortie codées (DA2 ou
DA3), dans lequel la wrapValue est highValue - lowValue + 1, ou la highValue est une valeur numérique la plus
élevée de la ou des séquences codées correspondantes, et une lowValue est une valeur numérique la plus
basse de la ou des séquences codées correspondantes ;

(b) DDelta, dans lequel les valeurs delta sont exprimées sans signe, lorsque les valeurs delta comportent
uniquement des valeurs négatives et en |Delta lorsque les valeurs de données comportent uniqguement des
valeurs positives ;

(c) PDelta, dans lequel une valeur de décalage est utilisée pour exprimer les valeurs delta dans la plage de
valeurs des valeurs originales,

dans lequel la sélection d’au moins un algorithme de codage delta est effectuée sur la base du fait que l'au
moins un algorithme de codage delta sélectionné entraine une réduction d’entropie ; et pour générer un
ou plusieurs prédicteurs a utiliser pour coder une ou plusieurs parties subséquentes des données d’'entrée
(D1), dans lequel le codeur (100) peut également fonctionner pour coder des données générées par l'au
moins un algorithme de codage delta et le ou les prédicteurs en employant au moins un algorithme de
codage entropique pour générer les données codées (E2),

dans lequel le ou les prédicteurs comportent au moins I'un parmi :

(i) un ou plusieurs prédicteurs temporels ;
(i) un ou plusieurs prédicteurs spatiaux locaux qui sont soumis a une quantification ;
(iiif) un ou plusieurs prédicteurs spatiaux locaux utilisant des valeurs précalculées.

Codeur (100) selon la revendication 1, dans lequel des informations qui indiquent une sélection de I'au moins un
algorithme de codage delta sont incluses dans les données codées (E2).

Codeur (100) selon la revendication 1 ou 2, caractérisé en ce que le codeur (100) peut fonctionner pour employer
différents algorithmes pour coder des données de différentes structures de données présentes dans les données
d’entrée (D1).

Codeur (100) selon 'une quelconque des revendications 1 a 3, caractérisé en ce que le codeur (100) peut fonc-
tionner pour coder les données d’entrée (D1) comportant des structures de données correspondant a au moins 'un

parmi : des canaux YUV, des canaux BGR.

Codeur (100) selon 'une quelconque des revendications 1 a 4, caractérisé en ce que le codeur (100) peut fonc-
tionner pourinclure des données dans les données codées (E2) qui indiquent un ou plusieurs algorithmes de codage
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employés par le codeur (100) pour coder les données d’entrée (D1) afin de générer les données codées (E2).

6. Procédé dutilisation d’'un codeur (100) permettant de coder des données d’entrée (D1) pour générer des données
codées correspondantes (E2), dans lequel le procédé comporte :

(i) I'utilisation du codeur (100) pour traiter les données d’entrée (D1) et pour coder des valeurs originales d’'au
moins une partie de celles-ci, a l'aide d’au moins un algorithme de codage delta, en valeurs delta qui sont
exprimées a 'aide d'une plage de valeurs qui n’est pas augmentée par rapport a une plage de valeurs des
valeurs originales, dans lequel I'au moins un algorithme de codage delta comprend au moins I'un parmi : ODelta,
DDelta, IDelta, PDelta et est mis en oeuvre a l'aide d’'un agencement de traitement de données pour appliquer
aux données d’entrée (DA1) au moins I'un parmi : un codage différentiel et un codage de somme pour générer
une ou plusieurs séquences de données codées correspondantes, et dans lequel 'au moins un algorithme de
codage delta est mis en oeuvre en sélectionnant au moins I'un parmi :

(a) ODelta, dans lequel 'agencement de traitement de données est utilisé pour soumettre la ou les séquen-
ces codées correspondantes a un bouclage autour d’'une valeur maximale et/ou a un bouclage autour d’'une
valeur minimale, par addition ou soustraction d’'une wrapValue, pour générer les données de sortie codées
(DA2 ou DA3), dans lequel la wrapValue est highValue - lowValue + 1, ou la highValue est une valeur
numeérique la plus élevée de la ou des séquences codées correspondantes, et une lowValue est une valeur
numérique la plus basse de la ou des séquences codées correspondantes ;

(b) DDelta, dans lequel les valeurs delta sont exprimées sans signe, lorsque les valeurs delta comportent
uniquement des valeurs négatives et en |Delta lorsque les valeurs de données comportent uniqguement
des valeurs positives ; et

(c) PDelta, dans lequel une valeur de décalage est utilisée pour exprimer les valeurs delta dans la plage
de valeurs des valeurs originales ;

dans lequel la sélection d’au moins un algorithme de codage delta est effectuée sur la base du fait que l'au
moins un algorithme de codage delta sélectionné entraine une réduction d’entropie ;

(i) l'utilisation du codeur (100) pour générer un ou plusieurs prédicteurs a utiliser pour coder une ou plusieurs
parties subséquentes des données d’entrée (D1) ; et

(iii) la génération de données codées, a I'aide du codeur (100), par 'au moins un algorithme de codage delta
et le ou les prédicteurs en employant au moins un algorithme de codage entropique pour générer les données
codées (E2), dans lequel le ou les prédicteurs comprennent au moins au moins I'un parmi :

(a) un ou plusieurs prédicteurs temporels ;
(b) un ou plusieurs prédicteurs spatiaux locaux qui sont soumis a une quantification ;
(c) un ou plusieurs prédicteurs spatiaux locaux utilisant des valeurs précalculées.

7. Décodeur (120) permettant de décoder des données codées (E2) afin de générer des données décodées corres-
pondantes (D3), dans lequel le décodeur (120) peut fonctionner pour traiter les données codées (E2) en leur appli-
quant au moins un algorithme de décodage entropique pour générer des données traitées, et pour utiliser un ou
plusieurs prédicteurs en combinaison avec au moins un algorithme de décodage delta pour décoder les données
traitées afin de générer les données décodées (D3), dans lequel I'au moins un algorithme de décodage delta
comprend au moins I'un parmi : ODelta, DDelta, IDelta, PDelta, et est mis en oeuvre a I'aide d'un agencement de
traitement de données pour appliquer aux données codées (E2) au moins 'un parmi : un décodage différentiel et
un décodage de somme pour générer une ou plusieurs séquences de données décodées correspondantes et dans
lequel I'au moins un algorithme de décodage delta est mis en oeuvre en sélectionnant au moins I'un parmi :

(a) ODelta, dans lequel 'agencement de traitement de données est utilisé pour soumettre la ou les séquences
décodées correspondantes a un bouclage autour d'une valeur maximale et/ou a un bouclage autour d’une
valeur minimale, par addition ou soustraction d’'une wrapValue, pour générer les données de sortie décodées
(D3), dans lequel la valeur wrapValue est highValue - lowValue + 1, ou la highValue est une valeur numérique
la plus élevée de la ou des séquences codées correspondantes, et une lowValue est une valeur numérique la
plus basse de la ou des séquences codées correspondantes

(b) DDelta, dans lequel les valeurs delta sont décodées lorsque les valeurs delta comportent uniquement des
valeurs négatives et en |Delta lorsque les valeurs de données comportent uniquement des valeurs positives ;
(c) PDelta, dans lequel une valeur de décalage est utilisée pour exprimer les valeurs delta exprimées dans la
plage de valeurs des valeurs originales ;

1



10

15

20

25

30

35

40

45

50

55

10.

1.

12.

EP 3 172 897 B1

dans lequel la sélection d’au moins un algorithme de codage delta est effectuée sur la base du fait que l'au
moins un algorithme de codage delta sélectionné entraine une réduction d’entropie ; et
dans lequel le ou les prédicteurs comportent au moins I'un parmi :

(i) un ou plusieurs prédicteurs temporels ;
(i) un ou plusieurs prédicteurs spatiaux locaux qui sont soumis a une quantification ;
(iiif) un ou plusieurs prédicteurs spatiaux locaux utilisant des valeurs précalculées.

Décodeur (120) selon la revendication 7, caractérisé en ce que le décodeur (120) peut fonctionner pour employer
différents algorithmes pour décoder des données de différentes structures de données présentes dans les données
codées (E2).

Décodeur (120) selon 'une quelconque des revendications 7 a 8, caractérisé en ce que le décodeur (120) peut
fonctionner pour décoder les données codées (E2) comportant des structures de données correspondant a au
moins I'un parmi : des canaux YUV, des canaux BGR.

Décodeur (120) selon la revendication 9, caractérisé en ce que le décodeur (120) peut fonctionner pour décoder
des données des canaux dans un ordre Y, U, V ou dans un ordre G, B, R.

Décodeur (120) selon I'une quelconque des revendications 7 a 10, caractérisé en ce que le décodeur (120) peut
fonctionner pour décoder des données incluses dans les données codées (E2) qui indiquent un ou plusieurs algo-
rithmes de décodage Delta a employer par le décodeur (120) pour décoder les données codées (E2) afin de générer
les données décodées (D3).

Procédé de décodage de données codées (E2) dans un décodeur (120) permettant de générer des données cor-
respondantes (D3), dans lequel le procédé de décodage comporte le traitement des données codées (E2) en leur
appliguant au moins un algorithme de décodage entropique pour générer des données traitées, et I'utilisation d’'un
ou plusieurs prédicteurs en combinaison avec au moins un algorithme de décodage delta pour décoder les données
traitées afin de générer les données décodées (D3), dans lequel I'au moins un algorithme de décodage delta
comprend au moins I'un parmi : ODelta, DDelta, IDelta, PDelta, et est mis en oeuvre a I'aide d'un agencement de
traitement de données pour appliquer aux données codées (E2) au moins I'un parmi : un décodage différentiel et
un décodage de somme pour générer une ou plusieurs séquences de données décodées correspondantes et dans
lequel I'au moins un algorithme de décodage delta est mis en oeuvre en sélectionnant au moins I'un parmi :

(a) ODelta, dans lequel 'agencement de traitement de données est utilisé pour soumettre la ou les séquences
décodées correspondantes a un bouclage autour d'une valeur maximale et/ou a un bouclage autour d’une
valeur minimale, par addition ou soustraction d’'une wrapValue, pour générer les données de sortie décodées
(D3), dans lequel la valeur wrapValue est highValue - lowValue + 1, ou la highValue est une valeur numérique
la plus élevée de la ou des séquences codées correspondantes, et une lowValue est une valeur numérique la
plus basse de la ou des séquences codées correspondantes

(b) DDelta, dans lequel les valeurs delta sont décodées lorsque les valeurs delta comportent uniquement des
valeurs négatives et en |Delta lorsque les valeurs de données comportent uniquement des valeurs positives ;
(c) PDelta, dans lequel une valeur de décalage est utilisée pour exprimer les valeurs delta exprimées dans la
plage de valeurs des valeurs originales ; et

dans lequel la sélection d'au moins un algorithme de codage delta est effectuée sur la base du fait que
ledit au moins un algorithme de codage delta sélectionné entraine une réduction d’entropie, dans lequel
les données traitées comportent des valeurs delta qui sont exprimées a 'aide d’'une plage de valeurs qui
n'est pas augmentée par rapport a une plage de valeurs de données originales a partir desquelles les
données codées (E2) ont été générées,

dans lequel le ou les prédicteurs comportent au moins I'un parmi :

(i) un ou plusieurs prédicteurs temporels ;

(i) un ou plusieurs prédicteurs spatiaux locaux qui sont soumis a une quantification ;
(iiif) un ou plusieurs prédicteurs spatiaux locaux utilisant des valeurs précalculées.
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