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1
SERVER NODE ARRANGEMENT AND
METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of PCT International
Patent Application No. PCT/EP2014/001051 filed Apr. 21,
2014, which claims the benefit of GB Patent Application No.
1307342.4 filed on Apr. 23, 2013, the entire disclosure of
each of which is incorporated herein by reference.

TECHNICAL FIELD

The present disclosure relates to server node arrange-
ments, for example to server node arrangements which are
operable to receive input data from multiple input devices
and process the input data and to output corresponding
output data, wherein the output data includes various types
of data, for example graphical data, audio data, or other
content in any dimension. Moreover, the present disclosure
concerns methods of operating the aforesaid server node
arrangements, for example methods of operating server node
arrangements for receiving input data from multiple input
devices and processing the input data and to output corre-
sponding output data, wherein the output data includes
various types of data, for example graphical data, audio data,
or other content in any dimension. Furthermore, the present
disclosure relates to software products recorded on machine-
readable data storage media, wherein the software products
are executable upon computing hardware for implementing
the aforesaid methods.

BACKGROUND INFORMATION

Contemporary situations arise where it is desirable to
combine input content from a plurality of input sources into
a single output content without distorting the input content,
for example without adding temporal latency to the input
content or influencing its pixel resolution. Moreover, many
situations do not require the combined output data to be
stored, whereas other situations require storage of the com-
bined output data for replay purposes. Such storage is
beneficially achieved whilst preserving original accuracy,
for example resolution, for high quality playback purposes.

Contemporary installations often include a myriad of
input devices and data collection devices, for example
analog and/or digital cameras connected to surveillance
arrangements such as video recording systems; such video
recording systems optionally include digital video recorders
(DVR), network video recorders (NVR), or personal video
recorders (PVR). The contemporary installations are expen-
sive and time consuming to construct for high quality
surveillance purposes, because each source of input data is
customarily connected to its own monitor, or several sources
of input data are all collected together in a high-resolution
manner in order to utilize a shared monitor, wherein a
mosaic picture is created showing images from all of the
sources of input data. Referring initially to FIG. 1, there is
shown an illustration of a mosaic image generated by a
vehicle park surveillance service setup, wherein the mosaic
includes outputs from thirty three (33) sources of input data.
Alternatively, situations arise where it is desirable to collect
audio data from a plurality of audio sources generating
high-quality audio data; in such a situation, it is often
desirable to select amongst the audio sources for being
monitored, or it is desired to sum audio content from the
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audio sources, for example condenser microphones spatially
disposed amongst an orchestra, to generate an overall high-
quality composite signal to be appreciated by a multitude of
people, for example as in digital broadcast of an orchestral
concert.

There is currently a lack of cost-effective contemporary
systems that are operable to handle a plurality of high-
quality data from corresponding input sources, and that are
devoid of many devices for conditioning and conveying the
high-quality data. Contemporary video conferencing sys-
tems and applications usually support various types of
devices and sources of input data, and usually different
conferencing systems are linked mutually to work together.
Such video conferencing systems are capable of being
configured in an enormous number of potential combina-
tions, which creates a problem of implementing efficient
communication within such systems. It is conventional
practice to employ a mutually common communication
protocol within the systems, although certain sources of
input data are transcoded to a negotiated format, which can
result in degradation of certain images communicated via
the systems.

Mobile wireless communication devices, for example
smart phones, tablet computers, phablet computers, lap-top
computers, and wireless wrist-worn computers, are operable
to generate, for example, content in a form of images, video,
other photographic information, and audio data. Handling
graphical content within such mobile devices consumes
considerable power, which has implications for batteries
employed to provide operating power to the mobile devices,
for example when content is decoded and scaled to a desired
size for presentation on pixel displays of the mobile devices.
The aforesaid power consumption represents a problem
when such mobile devices are operated in a configuration,
for example for providing video conferencing-type services
for a group of users.

SUMMARY

The present disclosure seeks to provide an improved
server node arrangement which is capable of reducing
processing requirements of rendering devices which are
operable to render content data received thereat from the
server node arrangement.

The present disclosure also seeks to provide an improved
surveillance system and/or video conferencing system.

The present disclosure seeks to provide an improved
method of operating a server node arrangement which is
capable of reducing processing requirements of rendering
devices which are operable to render content data received
thereat from the server node arrangement.

According to a first aspect, there is provided a server node
arrangement including one or more servers, the server node
arrangement being coupled via a communication network to
a plurality of sources of input data, and to one or more output
devices, wherein the server node arrangement is operable to
receive data content from the plurality of sources of input
data, to process the data content for supplying to at least a
subset of the one or more output devices, wherein the server
node arrangement is operable to host one or more processes
which are operable to process the data content into a form
which is compatible to a native data rendering format of the
subset of the one or more output devices, and wherein the at
least a subset of the one or more output devices are operable
to render the data content simultaneously.

Optionally, the server node arrangement is operable to
convert data streams from the plurality of sources in real-
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time and to provide the data content corresponding to the
data streams in native formats of the subset of the one or
more output devices also in real-time.

Optionally, the subset of the one or more output devices
are operable to render the data content in real-time.

Optionally, the server node arrangement is operable to
combine the data content received from the plurality of
sources to generate a combined signal for supplying to the
at least a subset of the one or more output devices.

Optionally, in the server node arrangement, the plurality
of sources include one or more cameras, and the at least a
subset of the one or more output devices are operable to
render one or more images collected from the one or more
cameras simultaneously.

Optionally, in the server node arrangement, the one or
more images are collected from a same camera, thereby
showing temporal changes within a given scene.

Optionally, in the server node arrangement, the plurality
of sources include one or more audio sources, and the at least
a subset of the one or more output devices are operable to
render one or more audio signals collected from the one or
more audio sources simultaneously.

The present invention is of advantage in that processing
the content data at the server node arrangement into a format
which is natively compatible with the one or more source
devices is capable of saving computing effort.

In practice, the native data rendering format is often RGB
or YUV2, but typically the image is delivered in compressed
format using an appropriate resolution. Such a situation, for
example, corresponds to being compatible with a native data
rendering format. Beneficially, the format is easy to convert
from the delivered form to the native data rendering format
within minimal amount of processing needed in the one or
more output devices, for example decompression and pos-
sible colour conversion. Beneficially, the data content is
supplied to a rendering device in a requested form that is a
native format, compressed format or similar that is most
suitable for the rendering device.

Optionally, the server node arrangement is operable to
implement the one or more processes as a surveillance
system.

Optionally, the server node arrangement is operable to
implement the one or more processes as a video conferenc-
ing system.

Optionally, the server node arrangement is implemented
such that the one or more servers are, at least in part,
implemented in the one or more output devices and/or the
plurality of sources.

Optionally, the server node arrangement is also used, for
example, in TV/video broadcasting/multicasting, namely for
applications that include simultaneous source cameras and/
or video sources. The server node arrangement is also
suitable for image browsing over the Internet using simple
devices that obtain information from multiple images which
are propetly created for needs of the display. In some
solutions, a resolution and a format for the display is fixed
or includes only few choices, for example a standard setting,
and the content is created for the solution; in some solutions,
a given device has to deliver information of the display (or
window) resolution and format the information to the server
node arrangement to enable proper adjustments to be per-
formed. Sometimes, some or all users have access to adjust
the visibility of each source separately in their display, and
this information is also needed to be delivered to the server
node arrangement.

Optionally, in the server node arrangement, the one or
more output devices are operable to define in a message to
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the server node arrangement one or more parameters which
define one or more native formats in which the one or more
output devices require their content data to be supplied from
the server node arrangement.

Optionally, the server node arrangement is operable to
supply the processed content data to the at least a subset of
one or more output devices in a manner compatible with a
region-of-interest (ROI) of the subset of the at least a subset
of the one or more output devices.

Optionally, the server node arrangement is implemented,
at least in part, in a cloud computing environment.

Optionally, the server node arrangement is operable to
store content data from the one or more sources of input data
in its original resolution, and to supply the content data to the
at least a subset of the one or more output devices in a format
which is compatible with a native format of the one or more
output devices.

Optionally, in the server node arrangement, the content
data includes at least one of: images, video, audio, sensor
signal data, text data.

Optionally, the server node arrangement is operable to
process content data therethrough in a manner allowing for
dynamically-changeable image rescaling in response to user
input at the at least a subset of the one or more output
devices.

According to a second aspect, there is provided a method
of processing data in a server node arrangement including
one or more servers. The server node arrangement is coupled
via a communication network to a plurality of sources of
input data, and to one or more output devices, wherein the
server node arrangement is operable to receive data content
from the plurality of sources of input data, to process the
data content for supplying to at least a subset of the one or
more output devices, wherein the method includes hosting
one or more processes at the server node arrangement which
are operable to process the data content into a form which is
compatible to a native data rendering format of the subset of
the one or more output devices, and rendering the data
content at the at least a subset of the one or more output
devices simultaneously.

Optionally, the method includes operating the server node
arrangement to convert data streams from the plurality of
sources in real-time and to provide the data content corre-
sponding to the data streams in native formats of the output
devices also in real-time.

Optionally, the method includes operating the subset of
the one or more output devices to render the data content in
real-time.

Optionally, the method includes operating the server node
arrangement to combine the data content received from the
plurality of sources to generate a combined signal for
supplying to the at least a subset of the one or more output
devices.

Optionally, the method includes rendering one or more
images at the at least a subset of the one or more output
devices simultaneously, wherein the one or more images are
collected from one or more cameras included within the
plurality of sources.

Optionally, the method includes collecting the one or
more images from a same camera and showing temporal
changes within a given scene.

Optionally, the method includes rendering one or more
audio signals at the at least a subset of the one or more output
devices simultaneously, wherein the one or more audio
signals are collected from one or more audio sources
included within the plurality of sources.
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Optionally, the method includes operating the server node
arrangement to implement the one or more processes as a
surveillance system.

Optionally, the method includes operating the server node
arrangement to implement the one or more processes as a
video conferencing system.

Optionally, the server node arrangement is also used, for
example, in TV/video broadcasting/multicasting, namely for
applications that include simultaneous source cameras and/
or video sources. The server node arrangement is also
suitable for image browsing over the Internet using simple
devices that obtain information from multiple images which
are properly created for needs of the display. In some
solutions, a resolution and a format for the display is fixed
or includes only few choices, for example a standard setting,
and the content is created for the solution; in some solutions,
a given device has to deliver information of the display (or
window) resolution and format the information to the server
node arrangement to enable proper adjustments to be per-
formed. Sometimes, some or all users have access to adjust
the visibility of each source separately in their display, and
this information is also needed to be delivered to the server
node arrangement.

Optionally, the method includes implementing the server
node arrangement wherein the one or more servers are, at
least in part, implemented in the one or more output devices
and/or the plurality of sources.

Optionally, the method includes operating the one or more
output devices to define in a message to the server node
arrangement one or more parameters which define one or
more native formats in which the one or more output devices
require their content data to be supplied from the server node
arrangement.

Optionally, the method includes operating the server node
arrangement to supply the processed content data to the at
least a subset of one or more output devices in a manner
compatible with a region-of-interest (ROI) of the subset of
the at least a subset of the one or more output devices.

Optionally, when implementing the method, the server
node arrangement is implemented, at least in part, in a cloud
computing environment.

Optionally, the method includes operating the server node
arrangement to store content data from the one or more
sources of input data in its original resolution, and supply the
content data to the at least a subset of the one or more output
devices in a format which is compatible with a native format
of the one or more output devices.

Optionally, when implementing the method, the content
data includes at least one of: images, video, audio, sensor
signal data, text data.

Optionally, the method includes operating the server node
arrangement to process content data therethrough in a man-
ner allowing for dynamically-changeable image rescaling in
response to user input at the at least a subset of the one or
more output devices.

According to a third aspect, there is provided a non-
transitory computer-readable storage medium including a set
of computer-readable instructions stored thereon, which,
when executed by a processing system, cause the processing
system to perform the steps of hosting one or more processes
at a server node arrangement which are operable to process
data content into a form which is compatible to a native data
rendering format of a subset of the one or more output
devices; and rendering the data content at the at least a
subset of one or more output devices simultaneously.
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It will be appreciated that features of the invention are
susceptible to being combined in various combinations
without departing from the scope of the invention as defined
by the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments will now be described, by way of example
only, with reference to the following drawings, wherein:

FIG. 1 is an illustration of a mosaic of images;

FIG. 2A is an illustration of a system including a server
node arrangement for providing processing of data commu-
nicated therethrough;

FIG. 2B is an illustration of a system including a server
node arrangement for providing processing of data commu-
nicated therethrough; and

FIG. 3 is an illustration of data exchanges occurring
within the system of FIG. 2A and FIG. 2B.

In the accompanying drawings, an underlined number is
employed to represent an item over which the underlined
number is positioned or an item to which the underlined
number is adjacent. A non-underlined number relates to an
item identified by a line linking the non-underlined number
to the item. When a number is non-underlined and accom-
panied by an associated arrow, the non-underlined number is
used to identify a general item at which the arrow is
pointing.

DETAILED DESCRIPTION

In describing embodiments, abbreviations will be used as
defined in Table 1.

TABLE 1

Abbreviations and acronyms

Abbreviation

or acronym  Definition

BGR24 Blue-Green-Red in a 8 bit x & bit x 8 bit format

CAT Category 5 cable is a twisted pair cable for carrying signals

DVR Digital Video Recorder

H.264 H.264/MPEG-4 Part 10 or AVC (Advanced Video Coding)
is a standard for video compression, and is a common
contemporary format for recording, compression and
distribution of high definition video

)i Internet Protocel

MIPG Motion JPEG (M-JPEG or MIPEG) is a video format in
which each video frame or interlaced image field of a
digital video sequence is separately compressed at a
JPEG image

NVR Network Video Recorder

PVR Perscnal Video Recorder

LAN Local Area Network (for example IEEE802)

ROI “Region of Interest” used in this disclosure to describe
a region of interest of a graphical display of an output
device, or a region of interest within a spatial region,
for example a geographical region

YCbCr A family of color spaces used as a part of a color image
pipeline in video and digital photographic systems,
wherein Y' is a luma component, and Cb and Cr are
blue-difference and red-difference chroma components
respectively

YUV A color space typically used as a part of a color image
pipeline, wherein a color image or video taking human
perception into account is encoded, providing as a benefit
reduced bandwidth requirements for chrominance
components when communicating corresponding encoded
data, thereby enabling transmission errors or compression
artefacts to be often more efficiently masked by human
perception than used a “direct” RGB-representation

WLAN Wireless Local Area network (for example IEEE 802.11)
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In overview, with reference to FIG. 2A and FIG. 2B, the
disclosure is concerned with a system indicated generally by
5. The system 5 comprises a server node arrangement
denoted by 10 which is operable to provide a simple and
effective method of outputting various kinds of graphical
content, audio content and/or other types of content in any
dimension in one or more output devices 20, wherein the
content for the one or more output devices 20 is derived
from multiple sources 30 of input data on demand, for
example for live monitoring and/or playback purposes. The
method beneficially employs parallel data processing tech-
niques that are controlled from the server node arrangement
10, for example from a controlling server node 40 thereof,
wherein the techniques are executed in a given output device
20, namely “client”, in a server of the server node arrange-
ment 10 or in combination thereof. Optionally, the server
node arrangement 10 includes one or more data servers.
Optionally, a sub-set of the one or more data servers is
implemented as one or more cloud servers. Optionally, the
server node arrangement 10 is implemented, at least in part
in a source of input data, namely in at least one client device.
Optionally, a server node of the server node arrangement 10
is located in a transmitting client device, and also in the
receiving device, even though this is potentially not an
optimal solution. Moreover, the server node arrangement 10
beneficially includes one or more servers, of which, option-
ally, one or more servers are located in a cloud computing
environment. Furthermore, one or more client devices can
be either a source client or a destination client, or any
combination thereof.

Optionally, the multiple sources 30 include at least one
camera, and that multiple images are collected from that at
least one camera which are replayed at different times within
the system 5 when in operation: for example, multiple
images from a same camera can be displayed by the system
5 to show temporal changes within a given scene, for
example such changes corresponding to a disappearance of
an item from the given scene, for example corresponding to
an act of theft.

In FIG. 2A and FIG. 2B, the server node arrangement 10
beneficially includes a plurality of server nodes, for
example, to spread computing effort. One output device 20
optionally functions as a multicast client that receives con-
tent data from a single server node, and the output device 20
can then deliver the content data to multiple destination
output devices 20, or multiple destination output devices 20
coupled in a mutually common spatially local network, for
example, a mutually common local area network (LAN).

Optionally, a given source 30 of input data is operable to
deliver content data from multiple sources 30 of input data
1o the server node arrangement 10. Moreover, optionally, a
given device coupled to the server node arrangement 10 is
capable of operating as an input and output proxy server.
Moreover, the sources 30 of input data can be any device or
software processing executing upon computing hardware
which is operable to output analog or digital signals includ-
ing image information, video information and other graphics
information.

Beneficially, in the system 5 as illustrated in FIG. 2A and
FIG. 2B, including the sources 30 of input data and the
output devices 20 together with the server node arrangement
10, is capable in operation to save a large amount of
communication bandwidth provided within the system,
because the output content for each destination client is
constructed and encoded especially taking into account data
processing capabilities of individual rendering devices and/
or software employed for implementing the system. Option-
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ally, a server node of the server node arrangement 10 is
located in a transmitting client device, and/or also in the
receiving device, even though the latter is potentially not an
optimal solution.

The system 5 in FIG. 2A and FIG. 2B is capable of
handling data from a diverse range of source devices, for
example a camera input, desktop content, 3-D camera inputs
and microphone inputs. Moreover, output devices in FIG.
2A and FIG. 2B include, for example, internal (in-device)
displays, external displays, 3-D displays, 3-D printers, loud-
speakers, and similar devices. For example, for effective 3-D
printing, it is possible that a printed 3-D object is generated
from a diverse range of sources such as cameras or files.

The system 5 in FIG. 2A and FIG. 2B is operable such that
rendering client devices, for example the output devices 20,
require less decoding capacity, because content is delivered
to them via the server node arrangement 10 in a desired
encoded format, size and quality for a specified region of
interest (ROI), for example content from one or more
surveillance cameras providing images from a spatial region
to be monitored for security purposes against theft. More-
over, audio data is delivered in a desired format and quality
for output devices 20 or destination clients. In operation, the
system is capable of avoiding problems arising when a
content encoding format is not supported in device decoders,
for example in one or more of the output devices 20, or the
content is incompatible for other unknown reasons. Simi-
larly, decoding and processing of other types of data does
not consunie more resources than necessary in the system,
and usually no transcoding is necessary. Moreover, less
communication bandwidth is required when transferring
data within the system when contents are delivered in
respect of a desired region of interest (ROI) or quality, as
compared in contradistinction to a situation wherein all
images or data are delivered in full accuracy from all sources
of input data to all output devices, namely rendering clients.
Thus, in the system of FIG. 2A and FIG. 2B, the rendering
client can request images, video, other graphical data and/or
audio data on demand from the server node arrangement 10
which adapts supplied content specifically to the needs of
the rendering client.

In the system 5 of FIG. 2A and FIG. 2B, any sort of analog
or digital image, video, graphics data, and audio input that
are connected to the system 5 can be utilized as sources of
input data, namely sources 30. For example, first thirty
cameras providing a first thirty images presented in FIG. 1
are analog, and they are each coupled in communication
with the server node arrangement 10 via coaxial cable
arrangement connection to a digital capture electronic circuit
board (card) arrangement of a surveillance system hosted by
the system 5. This digital capture circuit board arrangement
is operable to transform analog image signals into a digital
YCbCr format, also known as a YUV2 format. Moreover, a
last three cameras providing the mosaic of images in FIG. 1
are digital cameras, wherein two of the digital cameras have
been connected via a CAT 5 network cable and one of the
digital cameras has been connected via a wireless data link,
for example utilizing WLAN protocol, accommodated in a
local area network (LAN) of the system 5.

The digital cameras, for example when implemented as
“IP cameras”, of the system 5 differ from the analog cameras
in that the digital cameras are not required to be used in
combination with the aforesaid digital capture card arrange-
ment, because the digital cameras include digital processing
circuits within their housings, and their outputs are thus
already encoded to digital format, for example YCbCr,
RGB, MIPG or H.264. The system 5, as aforementioned, is
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capable of accommodating other types of sources of input
data, for example audio and graphics input sources, wherein
their outputs are beneficially processed in a similar manner
to aforesaid surveillance cameras, but in their own native
formats; in other words, the system 5 is operable to interpret
input data to the server node arrangement 10 in such a way
that it can be effectively decoded for constructing corre-
sponding output signals to be provided to the output devices

If one or more input signals from the sources 30 are
transmitted via the server node arrangement 10 to more than
one rendering device, for example more than one output
device 30, the system 5 is operable to decompress the input
signals only once, when the input signals are provided in a
compressed manner to the server node arrangement 10, and
corresponding decompressed information stored in a
memory cache as long as a new input signal replaces the old
one. Even though the decoded input signal replaces the input
signal that was previously decompressed, there are operating
situations in the system 5, wherein the signals are not always
decompressed, for example in an event that there are no
output devices 20 that require the input signal in a decom-
pressed format or with different resolution. Thus, one or
more input signals received from the one or more sources 30
are decoded within the server node arrangement 10 only
when one or more of the output devices 20 require such a
decompressed form of content to be provided to them.
Decoding within the server node arrangement 10 is not
required at all, requiring the one or more output devices 20
to decode data thereat, when all the rendering devices, for
example all the output devices 20, request the input data
generated by one or more of the sources 30 from the server
node arrangement 10 with a mutually similar resolution and
in a format as delivered from the one or more sources 30 to
the server node arrangement 10.

On account of server node arrangement 10 including
computing hardware which is operable to execute one or
more software products in order to provide its processing
functionalities, the server node arrangement 10 can be
configured to process data received from the one or more
sources 30 of input data into various forms which are
requested by one or more of the output devices 20, namely
rendering devices. On such functionality provided by the
server node arrangement 10 is a “Mixin” functionality,
wherein the system 5 is operable to generate a combination
of decompressed input signals provided from the one or
more sources 30 to generate a collection signal, referred to
as a “Mixin signal”. Moreover, for the Mixin functionality,
the server node arrangement 10 is operable to encode and/or
decode the Mixin signal into a format that is optimal for a
given output device 20, namely rendering device. The ren-
dering device defines, for example in a request message sent
from the rendering device to the server node arrangement
10, the location of one or more signals (ROI, Region of
Interest) as well as a quality of audio content required, and
the system 5 is operable to collect corresponding pertinent
input signals from sources 30 by decompressing and trans-
forming, where appropriate, their native format into an
optimal format defined by a coding method employed in the
rendering device.

An important functionality of the system 5, as aforemen-
tioned, is to combine signals from the sources 30 of input
data, for example by employing data processing techniques
such as resizing images and oversampling images and/or
audio signals, for generating a combined signal, for example
the Mixin signal, for a given region of interest (ROI) to the
one or more output devices 20. For example, in the system
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5, input image signals are combined at the server node
arrangement 10 with an output collection signal by employ-
ing a resize function provided in the server node arrange-
ment 10, for example by employing, for example, a super-
sampling computing algorithm, a cubic or a linear method,
it is thereby feasible to retain a signal quality which is as
high as practically possible before combining the input
image signals and output collection signal to provide a final
output signal for sending to the output devices 20.

The system 5 is beneficially operable to employ encoding
using an encoding method which is best suited for each
rendering device, for example output device 20, for example
customized to each output device 20 at the server node
arrangement 10 in response to each device making its
encoding requirements known to the server node arrange-
ment 10 by sending an encoding request message thereto.
Thus, the server node arrangement 10 is capable of creating
a dedicated output which is customized for each of the
output devices 20, or groups of such output devices 20
which have mutually similar encoding requirements.

In operation of the system 5, occasions arise where audio
data, and other types of data, need to be combined. Many
types of data can simply be assembled together to generate
combined data, for example concatenated audio data files. In
other situations, temporal merging of data files is required,
for example a plurality of audio files are combined tempo-
rally in parallel to generate combined data, for example
mixing of individual microphone signals during recording of
an orchestral concert to generate an overall recording of the
concert. Such mixing and combination of signals is a func-
tionality provided by the system 5. When multiple audio
signals are mutually combined, it is beneficial to utilize
methods which preserve original audio volume, yet without
adding additional or excessive noise. In an example where
the multiple audio signals correspond to multiple persons
speaking together in conference, it is advantageous that the
system 5 adjust a relative volume of the voices of the person
so that they are mutually similar in volume, for example in
a telephone conferencing situation or a video conferencing
situation. In another example, a selection of an audio source
for conveying to the output devices 20 is based upon a most
active camera source and/or on a highest volume audio
source, for exanple where the system 5 is required to
function as an intruder surveillance system.

When the system 5 is employed for video conferencing
purposes, the sources 30 and the output devices 20 are
beneficially pre-defined. A communication device of a given
user participating in such a video conference may optionally
act as both an output device 20 as well as a source 30 of
input signals to the system 5; similar considerations pertain
mutatis mutandis to telephone conferencing. In surveillance
applications, the output devices 20 and the sources 30 may
be at mutually different locations. In certain situations. the
output devices 20 each have a mutually different region of
interest (ROI) and thus each require signals from a different
combination of sources 30. Such flexibility is accommo-
dated by the system 5. Thus, beneficially, a process execut-
ing in the system 5 requests a resolution required for region
of interest (ROI) from the render device for a given desired
output signal. The region of interest (ROI) can also pertain
to an area of a display of a given output device 20 for which
image data being processed by the server node arrangement
10 is to be adapted for presentation at the output device 20.
For example, a native display resolution of a given output
device 20 1s 800 pixelsx480 pixels, and is communicated to
ohe or more processes executing upon the server node
arrangement 10 as being a region of interest (ROI). In
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certain situations, a display area, namely “window”, of a

given output application may be potentially smaller than the

native resolution of the display, requiring scaling up of

content image for presentation, by employing for example a

cubic or a linear method; as aforementioned, such scaling up

is beneficially executed at the server node arrangement 10,

or by a combination of processing in the server node

arrangement 10 and the given output device 20 having the
aforesaid native display resolution. Optionally resizing of
content received at the output device 20 is performed by
processing in computing hardware included in the output
device 20. Scaling down is needed when the native resolu-
tion in presentation and/or region of interest (ROI) “win-
dow” is smaller than the resolution of the input source/
sources. This resizing is also beneficially executed at the
server node 10, but optionally it can also be performed by
processing data in computing hardware included in the

output device 20.

The system 5 is capable of operating to generate the
mosaic of images as illustrated in F1G. 1, as aforementioned.
Moreover, the system 5 is operable to generate the mosaic to
include content from any number of sources 30 of input data,
for example digital video cameras and/or analog video
cameras. Furthermore, the mosaic can be beneficially rear-
ranged as required under software control in a flexible
manner, for example to ease human strain when monitoring
the images, for example at a surveillance control centre. The
mosaic is generated in real-time and is illustrated to have a
6x6 image format, but is reconfigurable, if required, to other
formats, for example 1x1, 1x2, 2x3, 9x6 and so forth.
Moreover, the size of images in the mosaic can vary; for
example thirty three images in FIG. 1 can also be repre-
sented as a single big image that uses an area of four small
images together with thirty two smaller images. There can
be many different sizes of images in the mosaic image and
the aspect ratios of the images can also be varies. The
arrangement of images, optionally, can vary dynamically
based on the user needs and the variations will be informed
to the server node arrangement to enable optimal data
“Mixin” and data delivery.

Aforementioned embodiments are capable of saving con-
siderable amounts of computing capacity at a rendering
device of the system 5, namely one or more of the output
devices 20. Such saving is achieved by the server node
arrangement 10 constructing and returning to the rendering
device exactly the desired size of content in a suitable format
for the rendering device. Such computation savings poten-
tially increase operating reliability of the system 5, because
a large amount of the data processing required is executed in
a centralized manner at one or more server nodes of the
server node arrangement 10. Moreover, such centralized
processing decreases a processing capacity required in ren-
dering devices, namely the output devices 20. Moreover, the
system 5 is capable of saving a considerable amount of
energy associated with processing data for following rea-
sons:

(1) a given rendering device of the system 5 decompresses
content received thereat in a native raw format, thereby
avoiding a need to consume power at the rendering device
for transformation operations; and

(ii) the given rendering device is capable of using the content
received thereat directly, without needing to scale the
content, thereby avoiding a need for post-processing in
the given rendering device.

When the rendering device is a low-power portable
device, such reduction in power consumption associated
with data processing potentially enables the rendering
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devices to continue operating from battery power sources for
longer periods, before the associated batteries need to be
replaced or recharged. Moreover, the system 5 is capable of
reducing a volume of data to be communicated from the
server node arrangement 10 to the one or more output
devices 20, namely rendering devices, because the region of
interest (ROI) of a given rendering device is often much
smaller than the combined contents. For example, if thirty
items of analog-to-digital (ADC) converted 750 pixelx576
pixel resolution images and three items of digital 1024
pixelx768 pixel resolution images are transmitted from
thirty three surveillance cameras, as per FIG. 1, to a given
rendering device whose display has a native resolution of
800 pixelsx640 pixels, then the server node arrangement 10
in its processes saves both image area and communication
transfer capacity by a factor of 38.4 times. Moreover, as
aforementioned, the rendering device does not need to resize
the images to fit into a smaller display screen of the
rendering device. Embodiments as described in the forego-
ing are especially useful when implementing video surveil-
lance systems, wherein video capture is stored in the server
node arrangement 10, and where video output supplied from
the server node arrangement 10 to one or more rendering
devices can simultaneously be watched in real-time or
playback modes. The video can, for example, be stored in
full resolution at the server node arrangement 10, and
supplied to the one or more rendering devices in a format
which is efficient and suitable for them. Similar consider-
ations pertain when the system 5 is employed for recorded
video conferences.

The system 5 is capable of accomplishing automatic video
image synchronization if a given rendering device receives
one image at a time via a communication network coupling
the server node arrangement 10 to the given rendering
device, for example via the Internet, although other types of
communication networks are additional or alternatively
employed, for example proprietary customized communica-
tion networks, for example high-security dedicated net-
works. In this case, the server node arrangement 10 con-
structs the image to be encoded from each source 30 of input
data in real-time.

The system 5 makes it possible to transmit real-time live
content to several rendering devices, even when some of the
rendering devices are slower in their ability to perform data
processing in comparison to other of the rendering devices,
because the server node arrangement 10 constructs encoded
images in a customized manner for each rendering device as
soon as it is requested by the rendering device; for example,
the slower rendering devices do not delay a rate at which
images are provided to the faster rendering devices. In such
amanner of operation, the system 5 is capable of supporting
rendering devices which are operable, in a manner akin to
the sources 30, to transmit their own input signals to the
server node arrangement 10, and then to receive a latest sent
image for a precise region-of-interest (ROI) it desires to
present on its graphical display.

The system 5 is thus capable of being used to provide
two-way real-time communication between a plurality of
participating parties, for example as in a video conference.
Image processing executed in the server node arrangement
10, for example scaling, makes it possible to have a very
large number of simultaneous participants with video con-
nection. If several rendering devices have a mutually similar
region of interest (ROI) on their graphical displays, it is
feasible for the server node arrangement 10 to serve similar
images to several mutually similar rendering devices, for
example mutually-similar models of smart phone. More-
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over, during video surveillance or a video conference, a
given participating party can select to have a closer look at
a particular camera image of interest in the mosaic, or
studying facial features of a another participating party to
the video conference; such flexibility is achieved by the
rendering device of the given participating party sending a
request to the server node arrangement 10 to process content
for the rendering device of the given participating party in a
modified manner, for example with different scaling and/or
resolution. Such a modified manner of processing the con-
tent at the server node arrangement 10 is, for example,
achievable by the given participating user applying a finger
swiping motion to a touch screen of the rendering device of
the given participating party, or using a mouse click or
similar. Such modified manner of processing the content can
also include using a modified aspect ratio to images, for
anisotropic rescaling of defined image content and so forth,
and/or performing color enhancement on certain portions of
an image or sequence of video images, for example high-
lighting certain regions of the images.

InFIG. 3, a rendering device, namely an output device 20,
sends a request 100 to the server node arrangement 10 to
supply data content in a defined manner for the output device
20 in relation to a specified process 110A hosted by the
server node arrangement 10; for example, the specified
process 110A is an occurrence of a video conference, a
residential or vehicle park surveillance service or real-time
relayed sporting events. The server node arrangement 10 is
capable of supporting a plurality of processes 110A, 1108,
110C concurrently, wherein certain rendering devices can
optionally subscribe to a plurality of processes simultane-
ously so that their users can switch rapidly between pro-
cesses. Such switching is beneficial, for example, when the
system 5 is employed to monitor and control a petrochermi-
cals facility or a hospital facility wherein multiple activities
are occurring simultaneously, for example mobile ambu-
lance services and emergency and accident departments
which are required to be coordinated with the mobile
ambulance services.

The foregoing detailed description of embodiments are
only examples. Although the specification may have referred
to “an”, “one”, or “some” embodiment(s) in several loca-
tions, this does not necessarily mean that each such refer-
ence 1s to the same embodiment(s), or that the feature only
applies to a single embodiment. Single features of different
embodiments may also be combined to provide other
embodiments. Furthermore, the words “comprising” and
“including” should be understood as not limiting the
described embodiments to consist of only those features that
have been mentioned and such embodiments may also
contain features, structures, units, and modules, etc. that
have not been specifically mentioned.

It will be understood to a person skilled in the art that, as
technology advances, the inventive concept may be imple-
mented in various ways. The invention and its embodiments
are not limited to the examples described above but may
vary within the scope of the claims.

The invention claimed is:

1. A server node arrangement comprising:

a plurality of nodes,

the plurality of nodes of the server node arrangement are
coupled via a communication network to a plurality of
source devices of input data, and to one or more output
devices, wherein the plurality of nodes of the server
node arrangement are operable to receive data content

[

20

25

40

45

60

65

14

from the plurality of source devices of input data, and
to process the data content for supplying to the one or
more output devices,

the plurality of nodes of the server node arrangement are

operable to host one or more processes which are

operable to:

determine a form which is compatible to a native data
rendering format of the one or more output devices,
wherein the form includes a native resolution of the
one or more output devices, and

process the data content into the determined form and
into the native resolution of the one or more output
devices,

each of the one or more output devices is operable to

render the data content from the plurality of source
devices of input data simultaneously and without scal-
ing the processed data content; and
the plurality of nodes of the server node arrangement are
operable to supply the processed data content to the one
or more output devices in a manner compatible with a
region-of-interest (ROI) of the one or more output
devices;
wherein the one or more output devices are operable to
define in a message to the plurality of nodes of the
server node arrangement one or more parameters which
define one or more native formats in which the one or
more output devices require their data content to be
supplied from the server node arrangement;
wherein the plurality of nodes of the server node arrange-
ment are operable to store data content from the one or
more source devices of input data in its original reso-
lution, and supply the data content to the one or more
output devices in a format which is compatible with a
native format of the one or more output devices;

wherein the plurality of nodes of the server node arrange-
ment are operable to process data content there through
in a manner allowing for dynamically-changeable
image rescaling in response to user input at the one or
more output devices.

2. The server node arrangement as claimed in claim 1,
wherein the plurality of nodes of the server node arrange-
ment are operable to combine the data content received from
the plurality of source devices to generate a combined signal
for supplying to the one or more output devices.

3. The server node arrangement as claimed in claim 1,
wherein the plurality of source devices include one or more
cameras, and the one or more output devices are operable to
render one or more images collected from the one or more
cameras simultaneously.

4. The server node arrangement as claimed in claim 3,
wherein the one or more images are collected from a same
camera, thereby showing temporal changes within a given
scene.

5. The server node arrangement as claimed in claim 1,
wherein the plurality of source devices include one or more
audio sources, and the one or more output devices are
operable to render one or more audio signals collected from
the one or more audio source devices simultaneously.

6. The server node arrangement as claimed in claim 1,
wherein the plurality of nodes of the server node arrange-
ment are operable to implement the one or more processes
as a surveillance system.

7. The server node arrangement as claimed in claim 1,
wherein the plurality of nodes of the server node arrange-
ment are operable to implement the one or more processes
as a video conferencing system.
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8. The server node arrangement as claimed in claim 1,
wherein the plurality of nodes of the server node arrange-
ment are operable to implement the one or more processes
for TV/Video broadcasting/multicasting.

9. The server node arrangement as claimed in claim 1,
wherein the plurality of nodes of the server node arrange-
ment are operable to implement the one or more processes
for image browsing via Internet.

10. The server node arrangement as claimed in claim 1,
wherein the plurality of nodes of the server node arrange-
ment include one or more servers, wherein the one or more
servers are, at least in part, implemented in the plurality of
source devices.

11. The server node arrangement as claimed in claim 1,
wherein the plurality of nodes of the server node arrange-
ment are implemented, at least in part, in a cloud computing
environment.

12. The server node arrangement as claimed in claim 1,
wherein the data content includes at least one of: images,
video, audio, sensor signal data, text data.

13. A method of processing data in a server node arrange-
ment having a plurality of nodes, the plurality of nodes of the
server node arrangement being coupled via a communica-
tion network to a plurality of source devices of input data,
and to one or more output devices, wherein the plurality of
nodes of the server node arrangement are operable to receive
data content from the plurality of source devices of input
data, and to process the data content for supplying to the one
or more output devices, the method comprising:

hosting one or more processes at the plurality of nodes of

the server node arrangement which are operable to:

determine a form which is compatible to a native data
rendering format of the one or more output devices,
wherein the form includes a native resolution of the
one or more output devices, and

process the data content into the determined form and
into the native resolution of the one or more output
devices;

rendering the data content from the plurality of source

devices of input data at each of the one or more output
devices simultaneously and without scaling the pro-
cessed data content;
operating the plurality of nodes of the server node
arrangement to supply the processed data content to the
one or more output devices in a manner compatible
with a region-of-interest (ROI) of the one or more
output devices;
operating the one or more output devices to define in a
message to the server node arrangement one or more
parameters which define one or more native formats in
which the one or more output devices require theft data
content to be supplied from the server node arrange-
ment;
operating the plurality of nodes of the server node
arrangement to store data content from the one or more
source devices of input data in its original resolution,
and supply the data content to the one or more output
devices in a format which is compatible with a native
format of the one or more output devices; and

operating the plurality of nodes of the server node
arrangement to process data content there through in a
manner allowing for dynamically-changeable image
rescaling in response to user input at the one or more
output devices.

14. The method as claimed in claim 13, wherein the
method further comprises operating the plurality of nodes of
the server node arrangement to combine the data content
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received from the plurality of source devices to generate a
combined signal for supplying to the one or more output
devices.

15. The method as claimed in claim 13, wherein the
method further comprises rendering one or more images at
the one or more output devices simultaneously, wherein the
one or more images are collected from one or more cameras
included within the plurality of source devices.

16. The method as claimed in claim 15, wherein the
method further comprises collecting the one or more images
from a same camera; and showing temporal changes within
a given scene.

17. The method as claimed in claim 13, wherein the
method further comprises rendering one or more audio
signals at the one or more output devices simultaneously,
wherein the one or more audio signals are collected from one
or more audio source devices included within the plurality of
source devices.

18. The method as claimed in claim 13, wherein the
method further comprises operating the plurality of nodes of
the server node arrangement to implement the one or more
processes as a surveillance system.

19. The method as claimed in claim 13, wherein the
method further comprises operating the plurality of nodes of
the server node arrangement to implement the one or more
processes as a video conferencing system.

20. The method as claimed in claim 13, wherein the
method further comprises operating the plurality of nodes of
the server node arrangement to implement the one or more
processes for TV/Video broadcasting/multicasting.

21. The method as claimed in claim 13, wherein the
method further comprises operating the plurality of nodes of
the server node arrangement to implement the one or more
processes for image browsing via Internet.

22. The method as claimed in claim 13, wherein the
method further comprises implementing the plurality of
nodes of the server node arrangement so as to include one or
more servers, wherein the one or more servers are, at least
in part, implemented in the plurality of source devices.

23. The method as claimed in claim 13, wherein the
plurality of nodes of the server node arrangement is imple-
mented, at least in part, in a cloud computing environment.

24. The method as claimed in claim 13, wherein the data
content comprises at least one of: images, video, audio,
sensor signal data, text data.

25. A non-transitory computer-readable storage medium
comprising a set of computer-readable instructions stored
thereon, which, when executed by a processing system,
cause the processing system to process data in a server node
arrangement having a plurality of nodes, the plurality of
nodes of the server node arrangement being coupled via a
communication network to a plurality of source devices of
input data, and to one or more output devices, wherein the
plurality of nodes of the server node arrangement are
operable to receive data content from the plurality of source
devices of input data, and to process the data content for
supplying to the one or more output devices, by performing
the steps of: steps comprising:

hosting one or more processes at the plurality of nodes of

the server node arrangement which are operable to:

determine a form which is compatible to a native data
rendering format of the one or more output devices,
wherein the form includes a native resolution of the
one or more output devices, and

process data content into the determined form and into
the native resolution of the one or more output
devices;
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rendering the data content from the plurality of source
devices of input data at each of the one or more output
devices simultaneously and without scaling the pro-
cessed data content;

operating the plurality of nodes of the server node
arrangement to supply the processed data content to the
one or more output devices in a manner compatible
with a region-of-interest (ROI) of the one or more
output devices;

operating the one or more output devices to define in a
message to the server node arrangement one or more
parameters which define one or more native formats in
which the one or more output devices require theft data
content to be supplied from the server node arrange-
ment;

operating the plurality of nodes of the server node
arrangement to store data content from the one or more
source devices of input data in its original resolution,
and supply the data content to the one or more output
devices in a format which is compatible with a native
format of the one or more output devices; and

operating the plurality of nodes of the server node
arrangement to process data content there through in a
manner allowing for dynamically-changeable image
rescaling in response to user input at the one or more
output devices.
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