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ENCODER, DECODER AND METHOD
EMPLOYING PALETTE COMPRESSION

TECHNICAL FIELD

[0001] The present disclosure relates to encoders for
encoding input data (D1) to generate corresponding encoded
data (E2), and corresponding methods of encoding input
data (D1) to generate corresponding encoded data (E2).
Moreover, the present disclosure relates to decoders for
decoding encoded data (F2) to generate corresponding
decoded data (D3), and corresponding methods of decoding
encoded data (E2) to generate corresponding decoded data
(D3). Furthermore, the present disclosure is concerned with
computer program products comprising a non-transitory
computer-readable storage medium having computer-read-
able instructions stored thereon, the computer-readable
instructions being executable by a computerized device
comprising processing hardware to execute aforesaid meth-
ods. Additionally, the present disclosure concerns codecs
including at least one aforementioned encoder and at least
one aforementioned decoder.

BACKGROUND

[0002] Palettes, also known as “look-up-tables” (LUT’s),
are conventionally used to describe some sort of information
in some other form. As an example, in a conventional
Graphics Interchange Format (GIF) file, a color palette is
used to describe, for example, 32/64/128/256 different index
values that are used to present original information of the
GIF file in a lossy or lossless form. Likewise, conventional
Portable Network Graphics format (PNG) files also contain
palette information.

[0003] Each index value in a GIF file describes, for
example, 24-bit Blue-Green-Red (BGR) color values, in a
manner that some specific combinations of 8-bit color values
are used for describing pixel values of the GIF file in red,
green and blue channels. If a given color palette includes
256 index values, 768 bytes (=3x256 bytes) are used in a
GIF file to describe the given color palette. It is to be noted
here that only a limited number of different 24-bit color
values can be described by using a limited number of
different index values.

[0004] Moreover, it is also conventionally possible to use
a palette for other purposes. As an example, a color image
containing four channels, for example such as RGBA and
CMYK, or only one channel, for example such as in a
grayscale image or a separate color channel, can be quan-
tized nonlinearly by using a palette. Such a one-dimensional
(1-D) palette, also referred to as a 1-D LUT, makes it
possible to present data of the image with fewer bits, namely
by employing a smaller data range. Therefore, the data is
also susceptible to being compressed more efficiently. Ref-
erence [1] presents more detailed background information
about color palettes.

[0005] It will be appreciated that it is also possible to use
a palette for other kinds of data besides images, for example
for audio data, video data, measurement data, and so forth,
In these cases, a palette (or LUT) employed expresses
different types of information other than color values in
color pixels. This different type of information includes, for
example, an amplitude of an audio signal in a given fre-
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quency band; for example, the different type of information
describes one or more amplitudes of Fourier harmonic
components.

[0006] Furthermore, a Color Look-up-Table (CLUT) is
often used instead of, or together with, a color palette. A
CLUT describes a LUT that enables efficient transformation
of used color index values to true colors or vice versa. The
CLUT also takes into account a possibility that different true
colors are presented with a same color index value, which
causes compressed information to be unrecoverable loss-
lessly.

[0007] Typically, delivery of a palette uses a large number
of bits. As an example, 256 index values for a 32-bit BGRA
image require circa 1 kilobytes (=4x256 bytes) for palette
delivery, and additionally a few header bytes for describing,
for example, a size of palette data and the number of index
values in the palette. Especially when a size of an image is
small or the number of index values is large, the number of
bits used for palette delivery becomes a significant data
overhead.

[0008] Prior art implementations used in GIF and PNG file
formats do not compress their associated palette at all. The
GIF and PNG file formats deliver palette entries of a given
palette as interleaved data for each palette entry separately.
One reason for adopting such an approach is that, typically,
the size of image data is large, and the size of the palette data
is relatively small as compared to the size of image data.
However, there are still many cases where palette data is a
significant piece of data.

[0009] Conventionally, it is possible to use well-known
palettes that are known in advance to a given encoder and a
corresponding given decoder. These well-known palettes do
not require palette data to be compressed before delivery
from the given encoder to the given decoder. Some examples
of such well-known color palettes are described in reference
[2].

[0010] Furthermore, there are known methods that are
available for optimizing an order of palette entries in a
palette (for example, see references [3] and [4]). However,
these methods do not consider compressing the palette itself.

SUMMARY

[0011] The present disclosure seeks to provide an
improved encoder for encoding input data (D1) to generate
corresponding encoded data (E2).

[0012] Moreover, the present disclosure seeks to provide
an improved encoder for compressing palette information
included within input data (D1), when encoding the input
data (D1) to generate corresponding encoded data (E2).
[0013] Moreover, the present disclosure seeks to provide
an improved decoder for decoding encoded data (E2) to
generate corresponding decoded data (D3).

[0014] Moreover, the present disclosure seeks to provide
an improved decoder for decompressing palette information
included within encoded data (E2), when decoding the
encoded data (E2) to generate corresponding decoded data
(D3).

[0015] A further aim of the present disclosure is to at least
partially overcome at least some of the problems of the prior
art, as discussed above.

[0016] In a first aspect, embodiments of the present dis-
closure provide a method of encoding input data (D1) to
generate corresponding encoded data (E2), wherein the
method includes encoding the input data (D1) into a plural-
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ity of symbols in the encoded data (E2), wherein the
plurality of symbols represent data as defined by at least one
palette included in the encoded data (E2),
characterized in that the method further includes compress-
ing data representative of the at least one palette into
compressed palette data in a lossless manner for inclusion
into the encoded data (E2), wherein palette entry values of
the at least one palette are provided consecutively within the
encoded data (E2).
[0017] The present invention is of advantage in that effi-
cient compression of the data representative of the at least
one palette provides for improved data compression in the
encoded data (E2).
[0018] Throughout the present disclosure, the term “pal-
ette entry values” indicates a value, or a plurality of values,
inside a palette entry of a given palette, wherein the given
palette includes at least two palette entries. Notably, a palette
entry of a given palette may include one or more values,
depending on for example how many channels the given
palette has. Moreover, a palette entry may include values
from different channels, or several, for example consecutive
values from one channel.
[0019] By “consecutively”, it is meant that the palette
entry values are provided as consecutive values, for example
concatenated values, without any other values (for example,
entry index or data index values) in between. In other words,
the palette entry values are included as a coherent chunk of
data in the encoded data (E2), namely as consecutive values
in the encoded data (E2).
[0020] Tt will be appreciated that the term “at least one
palette” encompasses one palette as well as a plurality of
palettes. An individual palette is compressed and delivered
as one coherent chunk of data, namely at one go, in the
encoded data (E2). When there are multiple mutually dif-
ferent palettes, each of these mutually different palettes is
compressed one after the other, and the compressed palette
data of these mutually different palettes is placed in the
encoded data (F2) either consecutively or separately.
[0021] Optionally, the method further includes generating
the compressed palette data by compressing one channel or
mutually different channels of a given palette:
[0022] (i) in an interleaved format (namely together);
[0023] (ii) in a planar format (namely together or sepa-
rately); or
[0024] (iii) in a format that indicates different palette entry
values, for example as a 1-dimensional (1-D) look-up-
table (LUT), for each of the mutually different channels,
together with availability information indicative of com-
binations of palette entry values used in the given palette.
[0025] Optionally, pursuant to (iii), the availability infor-
mation is represented by way of at least one of: ordinal
numbers of used or unused combinations, bits.
[0026] Moreover, when implementing embodiments of the
present disclosure, there are potentially employed three
mutually different compression methods, namely aforemen-
tioned options (i) to (iii), which enable compression of the
data representative of the at least one palette (hereinafter
referred to as the “palette data” for the sake of convenience
only). Compression of palette data is very beneficial when a
size of input data (D1) is small, or a size of the palette data
is large, namely when there are a large number of palette
entries and/or each palette entry contains a large number of
values. The aforementioned options (i) to (iii) are, for
example, used in combination when processing given data,
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for mutually different parts of the given data; such a manner
of processing data is elucidated in greater detail below.
[0027] The aforementioned method can be used in com-
bination with multiple mutually different encoding methods
and standards. As an example, the aforementioned method
can be used with a data block encoder described in reference
[5]. As another example, the aforementioned method can be
used with the Graphics Interchange Format (GIF), the Por-
table Network Graphics format (PNG) and the like.

[0028] Optionally, the method includes generating the
compressed palette data pursuant to aforesaid (i) to (iii) in a
dynamically changing format depending upon content and/
or data structure present in the input data (D1), during
encoding of the input data (D1). Optionally, the three
mutually different compression methods are used, either
alone or in combination, for mutually different palettes
employed for encoding mutually different portions of the
input data (D1). In other words, the mutually different
portions of the input data (D1) are optionally encoded using
at least two mutually different palettes, wherein data repre-
sentative of the at least two mutually different palettes are
optionally compressed using a combination of at least two of
aforesaid (i) to (iii). Optionally, all three of (i) to (iii) are
used in combination. For example, in an event that the input
data (D1) changes therethrough, for example when
streamed, from a video conference with medical specialists
to providing corresponding lists of DNA genetic sequences
to support the video conference, providing at least two
mutually different palettes in a dynamically changing format
is capable of providing more efficient encoding of the input
data (D1).

[0029] Optionally, the method includes employing at least
one entropy-encoding method to compress the one channel
or mutually different channels in the interleaved format.
[0030] Optionally, the method includes employing at least
one entropy-encoding method to compress the one channel
or mutually different channels together or separately in the
planar format.

[0031] Optionally, the method includes compressing data
of a given channel by using one-dimensional look-up table
(1-D LUT) coding.

[0032] Optionally, the method includes communicating
the plurality of symbols via a mutually different communi-
cation channel to that employed for communicating the
compressed palette data. Alternatively, optionally, the
method includes communicating the plurality of symbols via
a mutually similar communication channel to that employed
for communicating the compressed palette data.

[0033] In a second aspect, embodiments of the present
disclosure provide a method of decoding encoded data (E2)
to generate corresponding decoded data (D3), wherein the
method includes employing at least one palette to decode a
plurality of symbols in the encoded data (E2) to generate the
decoded data (D3), the at least one palette being included in
the encoded data (E2),

characterized in that the method further includes decom-
pressing compressed palette data included in the encoded
data (F2) to generate the at least one palette, palette entry
values of the at least one palette being provided consecu-
tively within the encoded data (E2), wherein the compressed
palette data is decompressed in a lossless manner.

[0034] Optionally, in the method, the compressed palette
data includes one channel or mutually different channels of
a given palette that are compressed:
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(1) in an interleaved format (namely together);
(i1) in a planar format (namely together or separately); or
(iii) in a format that indicates different palette entry values,
for example as a 1-dimensional (1-D) look-up-table (LUT)
for each of the mutually different channels, together with
availability information indicative of combinations of pal-
ette entry values used in the given palette.
[0035] Optionally, pursuant to (iii), the availability infor-
mation is represented by way of at least one of: ordinal
numbers of used or unused combinations, bits.
[0036] Optionally, the method includes generating decom-
pressed palette data pursuant to (i) to (iii) in a dynamically
changing format during decoding of the encoded data (E2).
[0037] Optionally, the method includes employing an
inverse of at least one entropy-encoding method employed
to decompress the compressed palette data, when the one
channel or mutually different channels are compressed in the
interleaved format.
[0038] Optionally, the method includes employing an
inverse of at least one entropy-encoding method employed
to decompress the compressed palette data, when the one
channel or mutually different channels are compressed in the
planar format.
[0039] Optionally, the method includes generating the
given palette from the different palette entry values for each
of the mutually different channels and the availability infor-
mation indicative of the combinations of palette entry values
used in the given palette.
[0040] In a third aspect, embodiments of the present
disclosure provide an encoder for encoding input data (D1)
to generate corresponding encoded data (E2), wherein the
encoder is operable to encode the input data (D1) into a
plurality of symbols in the encoded data (E2), wherein the
plurality of symbols represent data as defined by at least one
palette included in the encoded data (E2),
characterized in that the encoder is operable to compress
data representative of the at least one palette into com-
pressed palette data in a lossless manner for inclusion into
the encoded data (E2), wherein palette entry values of the at
least one palette are provided consecutively within the
encoded data (E2).
[0041] Optionally, the encoder is operable to generate the
compressed palette data by compressing one channel or
mutually different channels of a given palette:
[0042] (i) in an interleaved format (namely together);
[0043] (ii) in a planar format (namely together or sepa-
rately); or
[0044] (iii) in a format that indicates different palette entry
values, for example as a 1-dimensional (1-D) look-up-
table (LUT), for each of the mutually different channels,
together with availability information indicative of com-
binations of palette entry values used in the given palette.
[0045] Optionally, pursuant to (iii), the availability infor-
mation is represented by way of at least one of: ordinal
numbers of used or unused combinations, bits.
[0046] Optionally, the encoder is operable to generate the
compressed palette data pursuant to (i) to (iii) in a dynami-
cally changing format depending upon content and/or data
structure present in the input data (D1), during encoding of
the input data (D1).
[0047] Optionally, the encoder is operable to employ at
least one entropy-encoding method to compress the one
channel or mutually different channels in the interleaved
format.
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[0048] Optionally, the encoder is operable to employ at
least one entropy-encoding method to compress the one
channel or mutually different channels together or separately
in the planar format.

[0049] Optionally, the encoder is operable to compress
data of a given channel by using one-dimensional look-up
table (1-D LUT) coding.

[0050] Optionally, the encoder is operable to communicate
the plurality of symbols via a mutually different communi-
cation channel to that employed for communicating the
compressed palette data. Alternatively, optionally, the
encoder is operable to communicate the plurality of symbols
via a mutually similar communication channel to that
employed for communicating the compressed palette data.
[0051] In a fourth aspect, embodiments of the present
disclosure provide a decoder for decoding encoded data (E2)
to generate corresponding decoded data (D3), wherein the
decoder is operable to employ at least one palette to decode
a plurality of symbols in the encoded data (E2) to generate
the decoded data (D3), the at least one palette being included
in the encoded data (E2),

characterized in that the decoder is operable to decompress
compressed palette data included in the encoded data (E2) to
generate the at least one palette, palette entry values of the
at least one palette being provided consecutively within the
encoded data (E2), wherein the compressed palette data is
decompressed in a lossless manner.

[0052] Optionally, the compressed palette data includes
one channel or mutually different channels of a given palette
that are compressed:

(1) in an interleaved format (namely together);

(ii) in a planar format (namely together or separately); or
(i) in a format that indicates different palette entry values,
for example as a 1-dimensional (1-D) look-up-table (LUT),
for each of the mutually different channels, together with
availability information indicative of combinations of pal-
ette entry values used in the given palette.

[0053] Optionally, pursuant to (iii), the availability infor-
mation is represented by way of at least one of: ordinal
numbers of used or unused combinations, bits.

[0054] Optionally, the decoder is operable to generate
decompressed palette data pursuant to (i) to (iii) in a
dynamically changing format during decoding of the
encoded data (E2).

[0055] Optionally, the decoder is operable to employ an
inverse of at least one entropy-encoding method employed
to decompress the compressed palette data, when the one
channel or mutually different channels are compressed in the
interleaved format.

[0056] Optionally, the decoder is operable to employ an
inverse of at least one entropy-encoding method employed
to decompress the compressed palette data, when the one
channel or mutually different channels are compressed in the
planar format.

[0057] Optionally, the decoder is operable to generate the
given palette from the different palette entry values for each
of the mutually different channels and the availability infor-
mation indicative of the combinations of palette entry values
used in the given palette.

[0058] In a fifth aspect, embodiments of the present dis-
closure provide a codec including at least one encoder for
encoding input data (D1) to generate corresponding encoded
data (E2) pursuant to the aforementioned third aspect, and at
least one decoder for decoding the encoded data (E2) to
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generate corresponding decoded data (D3) pursuant to the
aforementioned fourth aspect.

[0059] In a sixth aspect, embodiments of the present
disclosure provide a computer program product comprising
a non-transitory computer-readable storage medium having
computer-readable instructions stored thereon, the com-
puter-readable instructions being executable by a comput-
erized device comprising processing hardware to execute
any of the aforementioned methods pursuant to the afore-
mentioned first or second aspects.

[0060] Additional aspects, advantages, features and
objects of the present disclosure would be made apparent
from the drawings and the detailed description of the illus-
trative embodiments construed in conjunction with the
appended claims that follow.

[0061] Tt will be appreciated that features of the present
disclosure are susceptible to being combined in various
combinations without departing from the scope of the pres-
ent disclosure as defined by the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0062] The summary above, as well as the following
detailed description of illustrative embodiments, is better
understood when read in conjunction with the appended
drawings. For the purpose of illustrating the present disclo-
sure, exemplary constructions of the disclosure are shown in
the drawings. However, the present disclosure is not limited
1o specific methods and apparatus disclosed herein. More-
over, those in the art will understand that the drawings are
not to scale. Wherever possible, like elements have been
indicated by identical numbers.

[0063] Embodiments of the present disclosure will now be
described, by way of example only, with reference to the
following diagrams wherein:

[0064] FIG. 1 is a schematic illustration of an encoder for
encoding input data (D1) to generate corresponding encoded
data (E2) and a decoder for decoding the encoded data (E2)
to generate corresponding decoded data (D3), wherein the
encoder and the decoder collectively form a codec, in
accordance with an embodiment of the present disclosure;
optionally, the decoded data (D3) can be either transcoded
into transcoded data or scaled or both;

[0065] FIG. 2 is a schematic illustration of a flow chart
depicting steps of a method of encoding input data (D1) to
generate corresponding encoded data (E2), in accordance
with an embodiment of the present disclosure;

[0066] FIG. 3 is a schematic illustration of a flow chart
depicting steps of a method of decoding encoded data (E2)
to generate corresponding decoded data (D3), in accordance
with an embodiment of the present disclosure;

[0067] FIGS. 4A, 4B and 4C is a group of illustrations of
a data or palette including mutually different channels of the
data or palette that are to be compressed in various ways,
wherein

[0068] FIG. 4A is an illustration of an interleaved format,
wherein the channels are to be compressed together, in
accordance with an embodiment of the present disclosure;
[0069] FIG. 4B is an illustration of a planar format,
wherein the channels are to be compressed together, in
accordance with an embodiment of the present disclosure;
[0070] FIG. 4C is an illustration of a planar format,
wherein the channels are to be compressed separately, in
accordance with an embodiment of the present disclosure;
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[0071] FIG. 5 is an illustration of data that is modified with
1-dimensional (1-D) look-up-table (LUT) for compression,
in accordance with an embodiment of the present disclosure;
[0072] FIGS. 6A, 6B and 6C collectively are an illustra-
tion of data, compressed palette based upon the data, the
palette, 1-D LUT for each channels and availability bits of
different available 1-D LUT value combinations, wherein
some of the 1-D LUT value combinations are used in the
palette, in accordance with an embodiment of the present
disclosure;

[0073] FIGS. 7A, 7B, 7C and 7D collectively are an
illustration of how a three-channel palette is represented,
entropy-coded, compressed and inserted into encoded data
(E2) and how it is signalled to a corresponding decoder;
[0074] FIGS. 8A, 8B and 8C collectively are an illustra-
tion of how indices indicative of ordinal numbers of palette
entry values can be represented and signalled with few bits;
[0075] FIG. 9 is an illustration of how encoded data (E2)
is assembled, and which sections the encoded data (E2)
includes; and

[0076] FIG. 10 is an illustration of two alternative ways
for inserting compressed palette data of multiple different
palettes and their associated index data into encoded data
(E2).

[0077] Inthe accompanying diagrams, an underlined num-
ber is employed to represent an item over which the under-
lined number is positioned or an item to which the under-
lined number is adjacent. A non-underlined number relates
to an item identified by a line linking the non-underlined
number to the item.

DETAILED DESCRIPTION OF EMBODIMENTS

[0078] The following detailed description illustrates
embodiments of the present disclosure and ways in which
they can be implemented. Although some modes of carrying
out the present disclosure have been disclosed, those skilled
in the art would recognize that other embodiments for
carrying out or practising the present disclosure are also
possible.

[0079] In a first aspect, embodiments of the present dis-
closure provide a method of encoding input data (D1) to
generate corresponding encoded data (E2), wherein the
method includes encoding the input data (D1) into a plural-
ity of symbols in the encoded data (E2), wherein the
plurality of symbols represent data as defined by at least one
palette included in the encoded data (E2), characterized in
that the method further includes compressing data represen-
tative of the at least one palette into compressed palette data
in a lossless manner for inclusion into the encoded data (E2),
wherein palette entry values of the at least one palette are
provided consecutively within the encoded data (E2).
[0080] Throughout the present disclosure, the term “pal-
ette entry values” indicates a value, or alternatively a plu-
rality of values, inside a palette entry of a given palette,
wherein the given palette includes at least two palette
entries. Notably, a palette entry of a given palette may
include one or more values, depending upon, for example,
how many channels the given palette has. Moreover, a
palette entry may include values from different channels, or
several, for example consecutive, values from one channel.
[0081] For a color palette, values inside a palette entry
usually include color space values or greyscale values. As an
example, in a color palette for the RGB color space, each
palette entry includes three bytes that indicate the R, G and
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B color channels of a pixel. Likewise, the value, or alter-
natively the plurality of values, inside a palette entry can
include bytes indicating any other conceivable data values
that indicate one data value combination, or a single data
value, that occurs, or could occur, in an original image or
other types of data.
[0082] By “consecutively”, it is meant that the palette
entry values are provided as consecutive values, without any
other values (for example, entry index or data index values)
in between. In other words, the palette entry values are
included as a coherent chunk of data in the encoded data
(E2), namely as consecutive values in the encoded data (E2).
[0083] It will be appreciated that the term “at least one
palette” encompasses one palette as well as a plurality of
palettes; in other words there may be one palette in one
example embodiment, and a plurality of palettes in another
example embodiment. An individual palette is compressed
and delivered as one coherent chunk of data, namely at one
2o, in the encoded data (E2). When there are multiple
mutually different palettes, each of these mutually different
palettes is compressed one after the other, and the com-
pressed palette data of these mutually different palettes is
placed in the encoded data (E2) either consecutively or
separately. Optionally, when placed consecutively, the com-
pressed palette data of these mutually different palettes are
inserted one after the other in the encoded data (E2), such
that, when delivered to a corresponding decoder, the com-
pressed palette data of these mutually different palettes are
delivered at one go, and are then followed by their associ-
ated sections of index data. Alternatively, optionally, when
placed separately, the compressed palette data of the mutu-
ally different palettes are inserted in the encoded data (E2)
in a manner that associated sections of the index data are
placed after the compressed palette data of each palette.
[0084] Optionally, the method further includes generating
the compressed palette data by compressing one channel or
mutually different channels of a given palette:
[0085] (i) in an interleaved format (namely together);
[0086] (ii) in a planar format (namely together or sepa-
rately); or
[0087] (iii) in a format that indicates different palette entry
values, for example as a 1-dimensional (1-D) look-up-
table (LUT), for each of the mutually different channels,
together with availability information indicative of com-
binations of palette entry values used in the given palette.
[0088] In this regard, the palette entry values of the given
palette are represented in the interleaved format or in the
planar manner or in the format pursuant to (iii).
[0089] Optionally, the method includes generating the
compressed palette data pursuant to aforesaid (i) to (iii) in a
dynamically changing format depending upon content and/
or data structure present in the input data (D1), during
encoding of the input data (D1); for example, a beginning
portion of the input data (D1) is processed using (i), a middle
portion of the input data (D1) is processed using (iii) and an
end portion of the input data (D1) is processed using (ii).
Optionally, the three mutually different compression meth-
ods, namely aforementioned options (i) to (iii), are used,
either alone or in combination, for mutually different pal-
ettes employed for encoding mutually different portions of
the input data (D1). In other words, the mutually different
portions of the input data (D1) are optionally encoded using
at least two mutually different palettes, wherein data repre-
sentative of the at least two mutually different palettes are
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optionally compressed using a combination of at least two of
aforesaid (i) to (iii). For example, in an event that the input
data (D1) changes therethrough, for example when
streamed, from a video conference with medical specialists
to providing corresponding lists of DNA genetic sequences
to support the video conference, providing at least two
mutually different palettes in a dynamically changing format
is capable of providing more efficient encoding of the input
data (D1).

[0090] Optionally, the method further includes including
within the encoded data (E2) information indicative of a
compression method (for example, any of (i) to (iii)) that is
selected and employed for compressing the given palette.
Optionally, when there are multiple mutually different pal-
ettes, information indicative of a compression method
employed for each of the multiple mutually different palettes
is included within the encoded data (E2).

[0091] Throughout the present disclosure, the data repre-
sentative of the at least one palette includes data of the one
channel or mutually different channels of the at least one
palette, and is hereinafter interchangeably referred to as the
“palette data”, for the sake of convenience only.

[0092] It will be appreciated that a palette can be used for
mutually different types of data, for example, such as image
data, video data, audio data, genomic data, measurement
data, seismic data, magnetic resonance imaging (MRI) data,
deoxyribonucleic acid (DNA) data, ribonucleic acid (RNA)
data, biometric data, and so forth. As an example, an audio
palette can be used to express an amplitude of an audio
signal in a given frequency band. However, it will be
appreciated that, contemporarily, color palettes are com-
monly used for images and represent an example application
of embodiments of the present disclosure.

[0093] The aforementioned method can be implemented
via a given encoder. Optionally, the compressed palette data
is delivered from the given encoder to a corresponding given
decoder by using one or more data files, or by streaming data
from the given encoder to the given decoder. Optionally, the
one or more data files can be conveyed via a data carrier, for
example, such as an optical disc data memory and/or a solid
state data memory.

[0094] According to an embodiment of the present disclo-
sure, the method includes communicating the plurality of
symbols via a mutually different communication channel to
that employed for communicating the compressed palette
data. In an example, the compressed palette data is provided
as a Universal Serial Bus (USB) dongle for attaching to a
personal computer in a form of a physical “access key” for
enabling decoding of data to be executed in the personal
computer, whereas the plurality of symbols are streamed via
a data communication network to the personal computer.
Similar considerations pertain to a wireless communication
device, wherein the compressed palette data is downloaded
in a software application, wherein the software application
is used in the wireless communication device to decode a
plurality of symbols included in data that is streamed
wirelessly to the wireless communication device. Option-
ally, the software application handles periodic updating of
the compressed palette data.

[0095] According to another embodiment, the method
includes communicating the plurality of symbols via a
mutually similar communication channel to that employed
for communicating the compressed palette data. Such a
scenario pertains, for example, when streaming data to a
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wireless communication device, for example a smart phone,
or to a monitoring arrangement of a seismic geological
survey system, or a down-borehole video monitoring system
for use in petrochemicals industry.

[0096] Moreover, the aforementioned method can be used
in combination with multiple mutually different encoding
methods and standards. As an example, the aforementioned
method can be used with a data block encoder described in
reference [5]. As another example, the aforementioned
method can be used with the Graphics Interchange Format
(GIF), the Portable Network Graphics format (PNG) and the
like.

[0097] According to an embodiment of the present disclo-
sure, when compressing in the interleaved format, the
method includes employing at least one entropy-encoding
method to compress the one channel or mutually different
channels in the interleaved format. In the interleaved format,
palette entry values of all the mutually different channels of
the given palette are compressed together. Optionally, in this
regard, the at least one entropy-encoding method is used to
compress palette entry values of the mutually different
channels in a sequence in which these palette entry values
occur in the interleaved format. As an example, the mutually
different channels can be compressed using Huffman cod-
ing, Variable-Length Coding (VLC), range coding, or via a
reference to a database; an example of such compression of
data via a reference to a database is described in a patent
application GB2509055A, see reference [8], filed by Guru-
logic Microsystems Oy.

[0098] Tt will be appreciated that when only one channel
is interleaved, then in practice only that channel is inter-
leaved which in practice is equal to the planar format.
[0099]  According to an embodiment of the present disclo-
sure, when compressing in the planar format, the method
includes employing at least one entropy-encoding method to
compress the one channel or mutually different channels
together or separately. The term “together” in this context
means that the palette entry values of the mutually different
channels (namely, planes) are compressed together, whereas
the term “separately” means that the palette entry values of
the mutually different channels are compressed separately,
but are placed consecutively into the encoded data (E2). In
other words, the compressed palette data of the given palette
is a coherent chunk of data in the encoded data (E2),
irrespective of whether the palette entry values of the
mutually different channels are compressed together or
separately.

[0100] As palette entry values of one channel are typically
independent of palette entry values of other channels, the
mutually different channels can be compressed as planar
channels using optionally different entropy-encoding meth-
ods. Such a planar format potentially results in a relatively
simpler data structure in the encoded data (E2), but also
potentially requires less computing effort to implement. In
contradistinction, the aforementioned interleaved format is
potentially more robust to unauthorized eavesdropping of
the encoded data (E2), for example in situations where data
security is important. Optionally, encoders and decoders
pursuant to the present disclosure are operable to switch
dynamically between employing an interleaved format and
a planar format when communicating data, for example
palette-related data, therethrough.

[0101] For a given channel, a suitable entropy-encoding
method can be selected based upon an inspection of palette
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entry values of the given channel. The values thus inspected
can be either original symbols or enumerated representations
of the original symbols, namely enumerated symbols.
[0102] Hereinafter, the term “enumerated symbols” indi-
cates the following: they are a finite set of symbols derived
from the original set of symbols; enumerated symbols can be
compared for equality and for order. For example, if the
original symbol is an alphanumeric character or some other
symbol, then that symbol can be converted to a numerical
format, for example into ASCII code. In such a case, a
palette can be constructed from the numerical ASCII code
values (for example, 0=65, 1=68, etc.), In principle, a LUT
can also be used for performing the conversion from sym-
bols to corresponding numerical values, namely enumerated
symbols, in which case the entries of this same example
would be, for example, O=a, 1=d, etc.

[0103] The numerical symbols, namely enumerated sym-
bols, can also, for example, be the result of combinations of
values that have a small dynamic range (namely, a small bit
depth), or they can be the result of splitting values which
have a large dynamic range (namely, a large bit depth). For
example, one 6-bit numerical value can always be con-
structed from three 2-bit symbol values. Correspondingly,
two 8-bit numerical values can always be constructed from
one 16-bit value.

[0104] As an example, if the given channel includes large
palette entry values that occur repeatedly, variable length
coding (VLC) or range coding can be used to compress the
palette entry values of the given channel. As another
example, if the given channel includes small palette entry
values that occur sequentially, Delta coding or ODelta
coding can be used to compress the palette entry values of
the given channel. Herein, the term “Delta coding” refers to
a method of storing or transmitting data in a form of
differences between sequential data rather than complete
data files or data values, while the term “ODelta coding”
refers to a differential form of encoding based upon wrap-
around in a binary or integer counting regime, for example
as described in the United Kingdom patent document GB
1412937.3.

[0105] Moreover, it is also possible to use multiple dif-
ferent entropy-encoding methods one after the other.
Optionally, in this regard, the method further includes
including within the encoded data (E2) information indica-
tive of one or more entropy-encoding methods and an order
in which the one or more entropy-encoding methods are
employed during compression of the given palette. Option-
ally, such information is indicated by one or more pre-
defined code words.

[0106] As an example, a code word “cmODeltaRange”
can be used to indicate that the ODelta coding method was
employed to entropy code the palette entry values of a given
palette, followed by the Range coding method. Correspond-
ingly, the decoder first performs the Range decoding
method, followed by the ODelta decoding method. “ODelta”
coding methods are described in certain of the references
listed below, and is also described in detail in various patent
applications having Ossi Kalevo named as inventor, and
Gurulogic Microsystems Oy named as applicant. These
documents are accessible via Espacenet at the Furopean
Patent Office.

[0107] This piece of information can be inserted sepa-
rately or combined with, for example, the aforementioned
information indicative of the compression method selected
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and employed for compressing the given palette. As an
example, a code word “emRange” can be used to indicate
that Range coding was employed to entropy code the palette
entry values of a given palette, wherein “em” stands for
entropy encoding method, while a code word “pcmlInter-
leaved” can be used to indicate that the palette entry values
of the given palette were compressed in the interleaved
format, wherein “pcm” stands for palette compression
method. As another example, a combined code word “mInt-
erleavedRange” can be used to indicate that the palette entry
values are compressed in the interleaved format using Range
coding, wherein “m” stands for methods, namely both the
palette compression method and the entropy encoding
method.

[0108] Moreover, optionally, the method includes com-
pressing data of a given channel by using one-dimensional
look-up-table (1-D LUT) coding. More optionally, 1-D LUT
coding is employed when compressing in the planar format.

[0109] In the 1-D LUT coding, original palette entry
values of the given channel are replaced by palette entry
values as specified in a 1-D LUT. The 1-D LUT coding is
particularly beneficial in a case where the original palette
entry values are numbers that are sparsely distributed in the
whole dynamic range of the palette entry values, or are not
numbers that are replaced by indexing symbols to palette
entry index numbers.

[0110] Beneficially, the indexes that refer to the ordinal
number of palette entries are relatively small, as compared
to the original pixel data or other data, or to the value, or
values, inside the individual palette entries. It will be appre-
ciated that when the input data (D1) is coded, the indices to
the palette entries are referred to. In other words, when the
input data (D1) that was encoded using a palette is indicated,
then the term “index” refers to the ordinal numbers of the
palette entries, and each palette entry is then referred to with
an index to that entry during the coding of the data.

[0111] Therefore, optionally, Delta or ODelta coding is
used to compress the indexes that refer to ordinal number of
the palette entries that are used in encoding the original data.
Moreover, these index values that are used to point to a 1-D
palette can often be compressed very well, for example by
employing range coding that re-codes the Delta or ODelta
coded index values that refer to ordinal number of the 1D
palette entries.

[0112] Moreover, optionally, the total number of different
index values is reduced when the 1-D LUT coding is used
with linear or nonlinear quantization. In this regard, the
count of original values or palette entry values is taken into
account when optionally quantized and dequantized values
for palette entries are defined for a 1-D LUT, so as to reduce,
for example to minimize, distortion due to the quantization.
When lossy compression is used, it is beneficial to take into
account how much distortion will be caused to the original
values or original palette entry values when the original
palette entry values are replaced with quantized and dequan-
tized versions during reconstruction. As an example, a
squared Buclidean distance can be used to represent the
distortion caused by lossy compression of palette data, and
the compression can then be efficiently optimized by using
a Rate Distortion (RD) method, wherein an RD value is
calculated as a distortion caused by compression added by
“lambda” times a rate required for the compressed palette
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data and their associated index data (indices that point to the
ordinal numbers of the palette entries), wherein “lambda” is
a Lagrange multiplier.

[0113] Fewer entries will be generated from original data
values when the values are quantized than there would be
without quantization. It is not intended to quantize the
indices to the entries of the palette, because the content of
the entries can vary rather arbitrarily from one entry to the
other, and thus the indexed data can never be quantized
directly. Instead, the values must always in such case be
quantized in such a way that, firstly, the index is converted
into one or more real values, including the entry, then the
gained real values are quantized, and often also de-quan-
tized, and then these new one or more values are matched
against the palette entries 1o find one that best resembles the
one or more values. Then, the index of that found entry is
used to represent that location in the data.

[0114] A quantized entry value in a palette for the 1-D
LUT can be one of the original data values, or it can be any
other value that lies inside the range of the original palette
entry values, for example an average, a weighted average, a
median, or a mode of those palette entry values.

[0115] According to an embodiment of the present disclo-
sure, the method includes compressing the mutually differ-
ent channels by delivering different palette entry values, for
example as a 1-D LUT, for each channel (hereinafter
referred to as “channel data™) separately, and delivering
availability information indicative of combinations of pal-
ette entry values that are used in the given multi-dimensional
palette. This is particularly beneficial when the given multi-
dimensional palette is large, but each channel contains only
a few different palette entry values, namely originally or
after quantization or using a 1-D LUT.

[0116] When a palette has several values, then those
values can be in several channels, or else several values can
be in one channel. Therefore, the word ‘multi-dimensional’
covers a wide range of potential embodiments. That is, it
does not limit embodiments to having multiple channels.
Such consideration applies to many channels, and therefore,
can also be formulated, for example, as “multi-dimen-
sional”, in this case a “multi-channel palette”.

[0117] It will be appreciated that, in a case of 1-D LUT, all
the aforementioned palette compression methods are in fact
similar, wherein 1-D LUT values are one after another.
[0118] It is to be noted that if a multi-channel image is
coded, then 1D LUT can be used for one channel, and the
other channels can remain in their original state. In such a
case, the channels can actually be interleaved, even though
1D LUT was used only for the one channel.

[0119] Optionally, the availability information is repre-
sented by way of availability bits. Delivering the availability
information is particularly beneficial when all possible com-
binations of the palette entry values are not available in the
given palette.

[0120] Alternatively, optionally, the availability informa-
tion is represented by way of the ordinal numbers of the used
or unused combination alternatives. Using the ordinal num-
bers of the used or unused combination alternatives can be
beneficial in cases when the palette is fairly small, namely
includes only a few palette entries, but fairly many combi-
nation alternatives, or when only a small percentage of the
combination alternatives remains unused. One reason for
there being a lot of combination alternatives may be that
there are several channels (namely, the data is multi-dimen-
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sional), or that several values out of a channel or out of many
channels are inserted into one entry.

[0121] It will be appreciated that an order of combinations
is also defined, so as to enable a given encoder and a
corresponding given decoder to create a similar palette
based upon the channel data and the availability informa-
tion. Optionally, the order of combinations is pre-defined
and fixed. Alternatively, optionally, information indicative
of the order of combinations is delivered from the given
encoder to the corresponding given decoder.

[0122] Moreover, optionally, the order of combinations is
changed, so as to improve further the compression of the
palette data. It is to be noted here that the order of combi-
nations has a large influence on the compression of the input
data (D1). Therefore, when the order of combinations is
changed, it is beneficial to take into account both a total
number of bits required to deliver the encoded data (E2) and
a total number of bits required to deliver the compressed
palette data.

[0123] Moreover, optionally, if amounts of the used and
unused combinations are very different, the availability bits
can be compressed by employing, for example, range coding
with, namely as symbols, or without, namely as bits or
symbols, an Entropy Modifying (EM) encoding method that
is described in reference [6].

[0124] Moreover, it will be appreciated that when different
channels of a given palette contain different numbers of
mutually different values, the number of different values for
each channel is delivered separately. Furthermore, the
amount of availability information (for example, bits or
ordinal numbers) depends on a multiplication of the number
of different data or index values in each channel. Optionally,
in this regard, 1-D LUT coding with quantization is particu-
larly beneficial to use. The 1-D LUT coding can be used with
quantization to reduce the number of different values to a
smaller number. As a result, the number of possible com-
binations for the channels of the given palette decreases
considerably, which, in turn, reduces the amount of avail-
ability information (for example, bits or ordinal numbers)
required for describing combinations actually used or
unused in the given palette.

[0125] It will be appreciated that if a palette is compressed
using a 1-D LUT, then the palette compression method
alternatives, namely interleaved, planar together, planar
separately, and the availability bit cases, will be reduced into
identical representations where the palette entry values of
the palette, namely values of the 1-D LUT, are inserted
consecutively. In case of availability bits, the availability
bits signal the different value alternatives that are used.
[0126] 1In a second aspect, embodiments of the present
disclosure provide a method of decoding encoded data (E2)
1o generate corresponding decoded data (D3), wherein the
method includes employing at least one palette to decode a
plurality of symbols in the encoded data (E2) to generate the
decoded data (D3), the at least one palette being included in
the encoded data (E2),

characterized in that the method further includes decom-
pressing compressed palette data included in the encoded
data (F2) to generate the at least one palette, palette entry
values of the at least one palette being provided consecu-
tively within the encoded data (E2), wherein the compressed
palette data is decompressed in a lossless manner.

[0127] When a same palette is to be employed for two or
more portions of the encoded data (E2), the palette is
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decompressed during decoding of one of the two or more
portions of the encoded data (E2), and is reused for other
portion(s) of the two or more portions of the encoded data
(E2) that occur later in the order of processing. In such a
case, the palette is indicated for the other portion(s), and is
not required to be decompressed again.

[0128] Optionally, in the method, the compressed palette
data includes one channel or mutually different channels of
a given palette that are compressed:

(i) in an interleaved format (namely together);

(i1) in a planar format (namely together or separately); or
(i) in a format that indicates different palette entry values,
for example as a 1-dimensional look-up-table (1-D LUT),
for each of the mutually different channels, together with
availability information indicative of combinations of pal-
ette entry values used in the given palette.

[0129] Optionally, pursuant to (iii), the availability infor-
mation is represented by way of at least one of: ordinal
numbers of used or unused combinations, bits.

[0130] Optionally, the method includes generating decom-
pressed palette data pursuant to (i) to (iil) in a dynamically
changing format during decoding of the encoded data (E2).
[0131] The aforementioned method can be implemented
via a given decoder. The decoder is optionally implemented
using digital hardware, or by using a computing device that
is suitably configured, for example by executing decoder
software products. Optionally, the computing device
employs a high-speed reduced instruction set computing
(RISC) device, which is well suited for performing at a high
speed, in a repetitive manner, relatively simpler types of data
processing.

[0132] Optionally, the compressed palette data is received
via one or more data files, or via streaming from a given
encoder to the given decoder. Optionally, the compressed
data is provided by using a combination of a physical data
carrier and data streaming via a data communication net-
work.

[0133] Moreover, the aforementioned method can be used
in combination with multiple mutually different decoding
methods and standards. As an example, the aforementioned
method can be used with a data block decoder described in
reference [7]. As another example, the aforementioned
method can be used with the Graphics Interchange Format
(GIF), the Portable Network Graphics format (PNG) and the
like.

[0134] According to an embodiment of the present disclo-
sure, when the palette data has been compressed in the
interleaved format, the method includes employing an
inverse of at least one entropy-encoding method that was
employed at a given encoder to decompress the compressed
palette data. As an example, the compressed palette data can
be decompressed using Huffman decoding, variable-length
decoding, range decoding, or via a reference to a database;
example of data compression performed via a reference to a
database is described in a patent application GB2509055A,
filed by Gurulogic Microsystems Oy (see reference [8]).
[0135] It should be noted that the information expressed
by a single data value inside a palette entry is always
represented inside a known or signalled value range, which
means that it always requires a known fixed count of bits to
store or deliver that single data value. Correspondingly, the
count of entries in a palette is always known or signalled,
and therefore a known fixed amount of bits are always
required to represent that, too, in the coding of data values.
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[0136] Of course, palettes can also be compressed, as
indeed can the indices that point to the ordinal numbers of
the palette entries and that were produced in coding the
block. In such a compression process, any conceivable
entropy coding method can be used, and thus the com-
pressed result may also contain variable-length symbols.
However, the palette itself produces only fixed-length sym-
bols when it is decompressed or when the values are
indexed.

[0137] According to an embodiment of the present disclo-
sure, when the palette data has been compressed in the
planar format, the method includes enploying an inverse of
at least one entropy-encoding method that was employed at
the given encoder to decompress the compressed palette
data.

[0138] When multiple entropy-encoding methods have
been employed at a corresponding encoder, the method of
decoding includes employing the inverse of these entropy-
encoding methods in a reverse order of processing steps to
an order of processing steps employed during encoding of
original input data (D1) to generate the encoded data (E2) by
the corresponding encoder.

[0139] Thus, at a decoder, there is employed a method of
decoding encoded data (E2) to generate corresponding
decoded data (D3), wherein the method includes employing
at least one palette to decode a plurality of symbols in the
encoded data (E2) to generate the decoded data (D3), the at
least one palette being included in the encoded data (E2); the
method further includes decompressing compressed palette
data included in the encoded data (E2) to generate the at
least one palette, palette entry values of the at least one
palette being provided consecutively within the encoded
data (E2), wherein the compressed palette data is decom-
pressed in a lossless manner to produce entropy-decoded
palette data.

[0140] According to an embodiment of the present disclo-
sure, the method includes generating the given palette from
the different palette entry values, for example as a 1-D LUT,
for each of the mutually different channels and the avail-
ability information indicative of the combinations of palette
entry values that are used in the given palette. Optionally, in
this regard, the method includes receiving information
indicative of an order of the combinations from the given
encoder.

[0141] Next, embodiments of the present disclosure will
be described in greater detail.

[0142] For illustration purposes only, there will now be
provided examples of how a given palette can be com-
pressed pursuant to embodiments of the present disclosure.
[0143] In an example, input data (D1) is an interleaved
24-bit RGB image that has symbols as follows:

M R(D), G(1), B(1), R(2), G(2), B2), - . . RN, GIN), BN)
or

(i) RCDG()B(1), R2)G(2)B(2), . . . RN)GN)BN)

[0144] Hereinabove, the symbols are 8-bit symbols in (i)
and 24-bit symbols in (ii);

‘R(N)’ denotes an palette entry value of a red color com-
ponent of an N pixel;

‘G(N)’ denotes an palette entry value of a green color
component of an N” pixel; and

‘B(N)’ denotes an palette entry value of a blue color com-
ponent of an N? pixel.
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[0145] Optionally, color palettes can be created for each
channel separately, namely separately for R, G and B
channels of the RGB image. Alternatively, optionally, a
single color palette can be created for all channels together.

[0146] As an example, for a color palette in the GIF or

PNG format, palette data can include 256 RGB palette

entries corresponding to 256 24-bit RGB colors, wherein

each palette entry is expressed using 24 bits. Without

compression, delivery of such a color palette requires 6144

bits (=256x24 bits=768 bytes) to be delivered in addition to

a palette header.

[0147] In operation, palette data is compressed in a loss-

less manner pursuant to embodiments of the present disclo-

sure, thereby enabling an efficient delivery of the palette data
as compared to conventional methods, where palette data is
delivered in an uncompressed manner.

[0148] There will now be described below three compres-

sion methods that, when used alone or in combination, at

least partially overcome at least some of the problems of the
prior art, as discussed earlier, namely:

[0149] (1) a first compression method, wherein palette
data is entropy-encoded in an interleaved format (namely
together);

[0150] (2) a second compression method, wherein palette
data is entropy-encoded in a planar format (namely
together or separately); and

[0151] (3) a third compression method, wherein different
palette entry values, for example as a 1-dimensional
look-up-table (1-D LUT), for each channel of a palette are
indicated, together with availability information indica-
tive of combinations of palette entry values used in a
given palette.

[0152] Firstly, in respect of embodiments of the present
disclosure, entropy-encoding of palette data in an inter-
leaved format will next be described.
[0153] Optionally, in this regard, at least one entropy-
encoding method is employed to compress the palette data
in the interleaved format. As an example, Huffman coding,
VLG, range coding or a database (for example, see reference
[8] concerning database coding that can be employed) can
be used to compress palette entry values of the palette data
as they occur in the interleaved format.
[0154] For illustration purposes only, there will now be
considered an example of a two-channel palette that includes
11 symbols having 22 palette entry values as follows:
(2, 10), (4, 20), (6, 10), (8, 20), (10, 10), (10, 20), (11, 20),
(12, 10), (13, 20), (14, 10), (20, 20)
[0155] Without compression, when each of these 22 pal-
ette entry values are represented by five bits, 110 bits are
required to be delivered in addition to palette header for
palette delivery from a given encoder to a corresponding
given decoder. Alternatively, without compression, when
each of these 22 palette entry values is represented by eight
bits, 176 bits (as are used in, for example, GIF or PNG) are
required to be delivered in addition to palette header for
palette delivery from a given encoder to a corresponding
given decoder.

[0156] In the above example, a count of palette entry

values ‘10’ and 20’ is seven for each, which is much higher

than the count of any of remaining palette entry values,

namely the palette entry values 2°, ‘4°, °6°, ‘8>, “11°, ‘12’,

‘13’ and “14°. In other words, the palette entry values ‘10’

and ‘20’ are more probable than the remaining palette entry

values. Therefore, Variable-Length Coding (VLC) or range
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coding can be used to compress the example palette in a
lossless manner for delivery with a smaller number of bits.
[0157] As an example, using VLC, occurrences of the
remaining palette entry values can be represented by a VLC
bit code ‘0’, while occurrences of the more-probable palette
entry values ‘10" and ‘20’ can be represented by VLC bit
codes ‘10" and ‘11°, respectively. Moreover, each of the
remaining palette entry values can be represented using four
or five bits. Thus, a total number of bits required for the
palette delivery is only 68 or 76 bits, as calculated below:

8x(1+4 or 5)+(7+7)x2 bits=68 or 76 bits

[0158] Moreover, a VLC table is also required to be
delivered from the given encoder to the given decoder, but
it requires fewer than 42 or 34 bits. As a result, at least some
compression benefits are achieved when the example palette
1s encoded using VL.C.

[0159] Secondly, in respect of embodiments of the present
disclosure, encoding of palette data in a planar format will
next be described.

[0160] In this regard, each channel of a given palette is
compressed separately into a planar format.

[0161] Continuing from the previous example of the two-
channel palette, a first channel of the palette includes 11
palette entry values in a sequence as follows:

2,4, 6,8, 10,10, 11, 12, 13, 14, 20

while a second channel of the palette includes 11 palette
entry values in a sequence as follows:

10, 20, 10, 20, 10, 20, 20, 10, 20, 10, 20

[0162] The sequence of data of the first channel can be
compressed, for example, using Delta coding or range
coding. As an example, the first channel can be compressed
using Delta coding with a first prediction value of ‘0’ (zero)
to yield Delta values as follows:
2,2,2,2,2,0.1,1,1,1,6

[0163] The sequence of data of the second channel can be
compressed, for example, using VLC. As an example, using
VLC, occurrences of the palette entry values ‘10” and ‘20’
can be represented by VLC bit codes ‘0" and ‘1°, respec-
tively.

[0164] The Delta values can be delivered using three bits
per Delta value, while the VLC bit codes can be delivered
using only one bit per VLC bit code. Thus, apart from a VLC
table that is required to be delivered from the given encoder
10 the given decoder, a total number of bits required for the
palette delivery in the planar format is only 44 bits, as
calculated below:

11x3+11x1 bits=44 bits

[0165] Now, the total number of bits required in the planar
format is even less than the total number of bits required in
the aforementioned interleaved format. Sometimes, the pal-
ette entry values in different channels are similar and they
can be compressed together in a similar manner in which the
entropy coding is employed in the aforementioned inter-
leaved format example. However, an only difference is that
the order of palette entry values is now different, and this
potentially provides considerable benefits, for example
when using Delta coding together with range coding.
[0166] Moreover, optionally, data of a given channel can
be compressed by using 1-D LUT coding, for example, as
will be described in detail below.

[0167] When using a 1-D LUT, a total number of different
palette entry values can be reduced if lossy compression of
the data is employed. In other words, the total number of
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different palette entry values can be reduced when the 1-D
LUT is used with quantization. In this regard, a count of
original palette entry values is taken into account when
quantized palette entry values are defined for the 1-D LUT,
so as to minimize distortion due to the quantization.
[0168] For illustration purposes only, there will now be
considered an example of how the 1-D LUT coding can be
used with quantization pursuant to embodiments of the
present disclosure. In the example, a given channel of a
given palette includes 12 palette entry values in a sequence
as follows:

178, 2, 229, 230, 75, 2, 2, 2, 178, 77, 230, 230

[0169] Hereinabove, the given channel includes only six
different original symbols, namely the values inside the
lossless palette entries “2°, <757, “77°, <178’, “229° and ‘230’
of the given palette. As an example, four quantized and
dequantized values inside the palette entries can be defined
for these original symbol values or lossless palette entry
values s as follows:

[0170] a quantized and dequantized palette entry value
2’ for the original symbol or lossless palette entry
value ‘2’,

[0171] a quantized and dequantized palette entry value
“76> for the original symbol or lossless palette entry
values ‘75" and ‘77°,

[0172] a quantized and dequantized palette entry value
178 for the original symbol or lossless palette entry
value ‘178, and

[0173] a quantized and dequantized palette entry value
230’ for the original symbol or lossless palette entry
values ‘229 and “230°.

[0174] Moreover, a lossy 1-D LUT can be used to map
these quantized palette entry values to new index values, for
example, as follows:

Quantized Palette Entry Value New Index Value

2 0
76 1
178 2
230 3

[0175] 1t is to be noted here that the new index values in
the 1-D LUT are not required to be expressed in a specific
order. However, often it is beneficial to have the new index
values to be expressed in a specific order.

[0176] Each of the new index values can be delivered
using only two bits, while each of the quantized palette entry
values can be delivered using eight bits. Therefore, the lossy
1-D LUT can be delivered from the encoder to the corre-
sponding decoder with only 40 bits, as calculated below:

4x2+4x8 bits=40 bits

[0177] Delivery of the 1-D LUT can be optimized even
more when the new index values are expressed in a specific
order. When it is predefined that the new index values are in
a specific order, they do not need to be delivered from the
encoder to the decoder; in such a case, only the quantized
palette entry values are delivered. Optionally, the quantized
palette entry values are delivered using delta coding that
uses a “0” value as a first prediction value. Those Delta
values are then calculated as below:
[0178] 2, 74, 102, 52

[0179] Each of these Delta values can be represented using
7 bits. In other words, only 4x7 bits=28 bits are needed to
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deliver the described 1-D LUT from the encoder to the
decoder. In this manner, the palette entry values of the given
palette, whether in their original, quantized or delta-coded
form, are provided consecutively at one go, without new
index values in between.

[0180] Tt will be appreciated that even though quantization
is used in the illustrated example in constructing the palette
entry values, which means that coding the input data (D1)
will be lossy, the thereby-produced quantized palette is still
compressed in a lossless manner. In other words, during the
compression of the palette, no new unpredicted errors are
generated in the reconstructed data representative of the
palette, or in the reconstruction of the indexes that refer to
the ordinal numbers of the palette entries.

[0181] Intheillustrated example, when the lossy 1-D LUT
is used for encoding the given channel, the new index values
(see the table above) are provided in a sequence as follows:
2,0,3,3,1,0.0,0,2,1,3,3

[0182] When the original palette entry values of the given
channel are delivered without compression, 96 bits (=12x8
bits) are required to be delivered. However, when the new
index values are delivered, only 24 bits (=12x2 bits) are

required to be delivered in addition to 28 bits for delivering
the 1-D LUT.

[0183] Furthermore, optionally, Delta or ODelta coding is
beneficially used to compress these new index values, as the
new index values are relatively small as compared to the
original palette entry values. Such Delta or ODelta coding of
the new index values potentially reduces a total number of
bits required to be delivered for delivering the 1-D LUT, the
given palette and the data of the given channel.

[0184] Thirdly, in respect of embodiments of the present
disclosure, encoding of palette data in a format that indicates
different palette entry values, for example as a 1-D LUT, for
each channel of a palette, together with availability infor-
mation, will next be described.

[0185] Optionally, in this regard, palette data is com-
pressed by delivering different palette entry values, for
example as a 1-D LUT, for each channel (hereinafter
referred to as “channel data™) separately, and delivering
availability information denoting which combinations of
palette entry values are used in the palette. This is particu-
larly beneficial when the palette is large, but each channel
contains only a few different index values, namely originally
or after quantization or using a 1-D LUT.

[0186] It will be appreciated that an order of combinations
is also defined, so as to enable a given encoder and a
corresponding given decoder to create a similar palette
based upon the channel data and the availability informa-
tion.

[0187] As an example, if there are three channels in a
given palette and eight different index values that are used
for each channel, then following are required to be deliv-
ered:

[0188] (i) eight bits for representing the number of differ-
ent palette entry values, namely eight in this example,
[0189] (ii) 64 bits (=8x8 bits) for representing the eight
different palette entry values, for example as a 1-D LUT,
for each channel separately, and

[0190] (iii) 512 availability bits (=8x8x8 bits) for repre-
senting combinations that are used in the given palette.
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[0191] If, in this example, there are 256 used and 256
unused combinations, a total number of bits required to
deliver these 256 different 24-bit palette entries is 712 bits,
as calculated below:

8+3x64+512=712 bits=89 bytes

[0192] Thus, the total number of bits required to be
delivered for the palette delivery is much less as compared
to conventional methods, such as the aforementioned GIF or
PNG, namely only 712 bits (89 bytes) are required to be
delivered, instead of 6144 bits (768 bytes).

[0193] For illustration purposes only, there will now be
considered an example of how a given palette can be
delivered using availability bits pursuant to embodiments of
the present disclosure. In the example, the given palette
corresponds to three channels as follows:

(i) a first channel having three palette entry values ‘0°, ‘1
and ‘2,

(ii) a second channel having four palette entry values ‘0’,
1°, “2” and “3°, and

(i11) a third channel having two palette entry values ‘0’ and
1.

[0194] As a result, there are 24 (=3x4x2) possible com-
binations of palette entry values for the given palette that can
be represented in a following order:
©,0,0),(0,0,1),(0,1,0),(0,1,1),(0,2,0), (0, 2, 1), (0,
3,0).(0,3,1),(1,0,0), (1,0, 1), (1, 1,0), (1, 1, 1), (1, 2,
0),(1,2,1),(1,3,0),(1,3,1),(2,0,0), (2,0, 1), (2, 1, 0),
2,1, 1),(2,2,0),(2,2,1),(2,3,0), (2,3, 1)

[0195] As an example, the availability bits are used to
represent used and unused combinations as follows:
11110111 11101111 11011110

[0196] From the availability bits, it is determined at a
given decoder that there are 20 used combinations and 4
unused combinations. In other words, the combinations (0,
2,0),(1,1,1),(2,1,0),and (2,3, 1) are not used in the given
palette. The remaining combinations, namely the used com-
binations, can then be indicated with new index values, for
example from ‘0’ to “19” in the same order. However, it is not
required to deliver the new index values from a given
encoder to a given decoder, if the new index values are
assigned in a specific order. In such a case, the new index
values can be known implicitly. In other words, palette
entries of a given palette are signaled in a specific order, and
therefore, there is no need to signal the values of the indices
to the palette entries, namely their ordinal numbers, when
the palette is compressed and signaled.

[0197] Inthis example, the total number of bits required to
be delivered for the palette delivery is only 120 bits, as
calculated below:

3x8+(3+4+2)x8+24 bits=120 bits

wherein eight bits are required for delivering the number of
different palette entry values for each of the three channels,
72 bits are required for delivering the different palette entry
values, and 24 bits are needed for availability bits.

[0198] Thus, only 120 bits are required to be delivered,
instead of delivering 480 bits (=20x24 bits) for the 20 used
combinations of the given palette. Alternatively, in this
example, instead of the 24 availability bits, it is also possible
to deliver the ordinal numbers of the four combination
alternatives that do not occur in the palette. That is, the
ordinal numbers 4, 11, 18 and 23 do not occur in the palette,
and it would require 20 bits (=4x5 bits) to signal them. Five
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bits are sufficient to represent one individual alternative
from amongst the 24 different ordinal number alternatives.

[0199] Optionally, these ordinal numbers can even be
delta-coded at this point, but it would not yield any addi-
tional advantages in this example case. The information
delivery mechanism is either known, or else information
about the selected method needs to be inserted into the
encoded data (E2), as described earlier.

[0200] Moreover, optionally, the total number of bits can
be further reduced by at least one of:

[0201] (i) employing a suitable entropy-encoding method
based upon an inspection of real dynamics, namely a data
range of the index values, for example such as Delta
coding, and/or

[0202] (ii) using range coding, with or without entropy
modification (EM), for the availability bits.

[0203] It is evident that the three compression methods
described in the foregoing, when used alone or in combi-
nation, improve the palette delivery from a given encoder to
a corresponding given decoder. These compression meth-
ods, either alone or in combination, are beneficially used, for
example, when a size of input data (D1) is small, or a size
of the palette data is large.

[0204] Pursuant to embodiments of the present disclosure,
at least two of the three compression methods are optionally
used together, so as to further improve the palette delivery
from the given encoder to the corresponding given decoder.
As an example, channel data generated by the third com-
pression method can be delivered using Delta coding.

[0205] Moreover, it will be appreciated that, in the third
compression method, when different channels of a given
palette contain different numbers of mutually different pal-
ette entry values, the number of different palette entry
values, for example as a 1-D LUT, for each channel is
delivered together or separately. Moreover, the number of
availability bits depends on a multiplication of the number
of different palette entry values in each channel. Optionally,
in this regard, 1-D LUT coding with quantization is particu-
larly beneficial to use with the third compression method.
The 1-D LUT coding can be used with quantization to
reduce the number of different palette entry values to a
smaller number. As a result, the number of possible com-
binations for the channels of the given palette decreases
considerably, which, in turn, reduces the number of avail-
ability bits required for describing combinations actually
used in the given palette.

[0206] In a third aspect, embodiments of the present
disclosure provide an encoder for encoding input data (D1)
to generate corresponding encoded data (E2), wherein the
encoder is operable to encode the input data (D1) into a
plurality of symbols in the encoded data (E2), wherein the
plurality of symbols represent data as defined by at least one
palette included in the encoded data (E2),

characterized in that the encoder is operable to compress
data representative of the at least one palette into com-
pressed palette data in a lossless manner for inclusion into
the encoded data (E2), wherein palette entry values of the at
least one palette are provided consecutively within the
encoded data (E2).

[0207] Optionally, the encoder is operable to generate the
compressed palette data by compressing one channel or
mutually different channels of a given palette:
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[0208] (i) in an interleaved format (namely together);

[0209] (i) in a planar format (namely together or sepa-
rately); or

[0210] (iii) in a format that indicates different palette entry

values, for example as a 1-dimensional look-up-table
(1-D LUT), for each of the mutually different channels,
together with availability information indicative of com-
binations of palette entry values used in the given palette.
[0211] Optionally, the encoder is operable to generate the
compressed palette data pursuant to (i) to (iii) in a dynami-
cally changing format depending upon content and/or data
structure present in the input data (D1), during encoding of
the input data (D1).
[0212] Optionally, the encoder is operable to deliver the
compressed palette data to a corresponding given decoder by
using one or more data files, or by streaming data to the
given decoder. In an example, a combination of physical
data memory and data streaming 1s employed when deliv-
ering the encoded data (E2). The physical data memory is
provided, for example, as a USB dongle for a personal
computet, namely in a form of a physical “access key” to
enable the personal computer to decode the encoded data
(E2).
[0213] According to an embodiment of the present disclo-
sure, the encoder is operable to communicate the plurality of
symbols via a mutually different communication channel to
that employed for communicating the compressed palette
data.
[0214] According to another embodiment of the present
disclosure, the encoder is operable to communicate the
plurality of symbols via a mutually similar communication
channel to that employed for communicating the com-
pressed palette data.
[0215] Moreover, the aforementioned encoder can be used
together with multiple mutually different encoders. As an
example, the aforementioned encoder can be used with a
data block encoder described in reference [S]. As another
example, the aforementioned encoder can be used with the
Graphics Interchange Format (GIF), the Portable Network
Graphics format (PNG) and the like.
[0216] According to an embodiment of the present disclo-
sure, when compressing in the interleaved format, the
encoder is operable to employ at least one entropy-encoding
method to compress the one channel or mutually different
channels in the interleaved format. Optionally, in this regard,
the encoder is operable to use the at least one entropy-
encoding method to compress index values of the mutually
different channels in a sequence in which these index values
occur in the interleaved format. As an example, the encoder
is operable to compress the mutually different channels
using Huffman coding, Variable-Length Coding (VLC),
range coding, or via a reference to a database, for example
as described in reference [8].
[0217] According to an embodiment of the present disclo-
sure, when compressing in the planar format, the encoder is
operable to employ at least one entropy-encoding method to
compress the one channel or mutually different channels
together or separately, as described earlier.
[0218] Moreover, optionally, the encoder is operable to
compress data of a given channel by using 1-D LUT coding,
as described earlier. More optionally, such 1-D LUT coding
is employed when compressing in the planar format.
[0219] According to an embodiment of the present disclo-
sure, the encoder is operable to compress the palette data by
delivering different palette entry values, for example as a
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1-D LUT, for each channel separately, and delivering avail-
ability information indicative of combinations of palette
entry values that are used in the given palette. This is
particularly beneficial when the given palette is large, but
each channel contains only a few different palette entry
values, namely originally or after quantization or using a
1-D LUT.

[0220] Optionally, the availability information is repre-
sented by way of availability bits. Delivering the availability
information is particularly beneficial when all possible com-
binations of the palette entry values are not available in the
given palette.

[0221] Alternatively, optionally, the availability informa-
tion is represented by way of ordinal numbers of the used or
unused combinations.

[0222] It will be appreciated that an order of combinations
is also defined, so as to enable the encoder and a corre-
sponding decoder to create a similar palette based upon the
channel data and the availability information, for example
availability bits. Optionally, the order of combinations is
pre-defined and fixed. Alternatively, optionally, information
indicative of the order of combinations is delivered from the
encoder to the corresponding decoder.

[0223] In a fourth aspect, embodiments of the present
disclosure provide a decoder for decoding encoded data (E2)
to generate corresponding decoded data (D3), wherein the
decoder is operable to employ at least one palette to decode
a plurality of symbols in the encoded data (E2) to generate
the decoded data (D3), the at least one palette being included
in the encoded data (E2),

characterized in that the decoder is operable to decompress
compressed palette data included in the encoded data (E2) to
generate the at least one palette, palette entry values of the
at least one palette being provided consecutively within the
encoded data (E2), wherein the compressed palette data is
decompressed in a lossless manner.

[0224] Optionally, the compressed palette data includes
one channel or mutually different channels of a given palette
that are compressed:

(1) in an interleaved format (namely together);

(ii) in a planar format (namely together or separately); or
(iii) in a format that indicates different palette entry values,
for example as a 1-dimensional look-up-table (1-D LUT),
for each of the mutually different channels, together with
availability information indicative of combinations of pal-
ette entry values used in the given palette.

[0225] Optionally, pursuant to (iii), the availability infor-
mation is represented by way of at least one of: ordinal
numbers of used or unused combinations, bits.

[0226] Optionally, the decoder is operable to generate
decompressed palette data pursuant to (i) to (iii) in a
dynamically changing format during decoding of the
encoded data (E2).

[0227] Optionally, the decoder is operable to receive the
compressed palette data via one or more data files, or via
streaming from a given encoder.

[0228] Moreover, the aforementioned decoder can be used
together with multiple mutually different decoders. As an
example, the aforementioned decoder can be used with a
data block decoder described in reference [7]. As another
example, the aforementioned decoder can be used with the
Graphics Interchange Format (GIF), the Portable Network
Graphics format (PNG) and the like.
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[0229] According to an embodiment of the present disclo-
sure, when the palette data has been compressed in the
interleaved format, the decoder is operable to employ an
inverse of at least one entropy-encoding method that was
employed at a given encoder to decompress the compressed
palette data. As an example, the decoder is operable to
decompress the compressed palette data using Huffman
decoding, variable-length decoding, range decoding, or via
a reference to a database, for example as described in
reference [8].

[0230] According to an embodiment of the present disclo-
sure, when the palette data has been compressed in the
planar format, the decoder is operable to employ an inverse
of at least one entropy-encoding method that was employed
at the given encoder to decompress the compressed palette
data.

[0231] When multiple entropy-encoding methods have
been employed at a corresponding encoder, the decoder is
operable to employ the inverse of these entropy-encoding
methods in a reverse order of processing steps to an order of
processing steps employed during encoding of original input
data (D1) to generate the encoded data (E2) by the corre-
sponding encoder.

[0232] Thus, at a decoder, there is employed a method of
decoding encoded data (E2) to generate corresponding
decoded data (D3), wherein the method includes employing
at least one palette to decode a plurality of symbols in the
encoded data (E2) to generate the decoded data (D3), the at
least one palette being included in the encoded data (E2); the
method further includes decompressing compressed palette
data included in the encoded data (E2) to generate the at
least one palette, palette entry values of the at least one
palette being provided consecutively within the encoded
data (E2), wherein the compressed palette data is decom-
pressed in a lossless manner to produce entropy-decoded
palette data.

[0233] According to an embodiment of the present disclo-
sure, the decoder is operable to generate the given palette
from the different palette entry values, for example as a 1-D
LUT, for each of the mutually different channels and the
availability information indicative of the combinations of
palette entry values that are used in the given palette.
Optionally, in this regard, the decoder is operable to receive
information indicative of an order of the combinations from
the given encoder.

[0234] In a fifth aspect, embodiments of the present dis-
closure provide a codec including at least one encoder for
encoding input data (D1) to generate corresponding encoded
data (E2) pursuant to the aforementioned third aspect, and at
least one decoder for decoding the encoded data (E2) to
generate corresponding decoded data (D3) pursuant to the
aforementioned fourth aspect. Such a codec is, for example,
employed in scientific instruments for sensing a given
region, for generating the input data (D1), for encoding the
input data (D1) to generate corresponding encoded data
(E2), for example for storage in data memory of the scien-
tific instruments, and for providing review of the encoded
data (E2), for example replay of the encoded data (E2),
spatially locally at the scientific instruments. The scientific
instruments include, for example medical ultrasonic sensing
apparatus, MRI imagers, endoscopic inspection devices,
dental X-ray (Réntgen) apparatus, and so forth, but not
limited thereto.
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[0235] An example codec has been provided in conjunc-
tion with FIG. 1 as explained in more detail below. The
codec includes at least one encoder and at least one decoder.
[0236] The at least one encoder employs a method of
encoding input data (D1) as described in the foregoing
including compression of palette data. The at least one
encoder is thus operable to encode the input data (D1) to
generate corresponding encoded data (E2).
[0237] Moreover, the at least one decoder is operable to
perform an inverse of operations executed in the at least one
encoder, to decode the encoded data (E2) to generate cor-
responding decoded data (D3).
[0238] Optionally, the decoded data (D3) is identical to the
input data (D1), as in a lossless mode of operation. Alter-
natively, optionally, the decoded data (D3) is substantially
similar to the input data (D1), as in a lossy mode of
operation; optionally, “substantially similar” means at least
80% similar, more optionally 90% similar, and yet more
optionally, at least 99% similar; such similarity is computed
by a percentage of the number of bits that are similar, to a
total number of bits being compared for assessing similarity.
Yet alternatively, optionally, the decoded data (D3) is dif-
ferent to the input data (D1), for example by way of
transcoding or via use of one or more transformations, for
example, such as a color conversion, a format conversion, an
upscaling conversion, a downscaling conversion, a cropping
conversion, a rotation conversion, a flipping conversion but
not limited thereto, but retains substantially similar infor-
mation present in the input data (D1); for example, the
decoded data (D3) is usefully made different to the input
data (D1) when reformatting of the decoded data (D3) is also
required, for example to be compatible with different types
of communication platforms, software layers, communica-
tion devices, display devices and so forth.
[0239] A color conversion can be deemed to be optimal for
following reasons:
[0240] (i) it is able to achieve as good a reconstruction as
is possible; and/or
[0241] (ii) it is able to execute the optimal color conver-
sion as regards, for example, properties of a display
device to be used for presenting the decoded data (D3).
[0242] However, an essential issue is the following: if a
palette exists that contains values, for example in the RGB
color space, and it is desired to reconstruct an image in the
YUV color space, then it is considerably more efficient
firstly to transform the palette values from the RGB color
space to the YUV color space and then to map those YUV
values from the transformed palette, than it would be if the
values were firstly mapped from the original RGB palette
and then a thereby generated image were transformed into
the YUV color space. It will be appreciated that the amount
of necessary operations is considerably smaller in the first
option here.
[0243] The at least one encoder includes a data processing
arrangement for processing the input data (D1) to generate
the corresponding encoded data (E2) pursuant to embodi-
ments of the present disclosure. Optionally, the data pro-
cessing arrangement of the at least one encoder is imple-
mented by employing at least one Reduced Instruction Set
Computing (RISC) processor that is operable to execute
program instructions as elucidated earlier. RISC processors
are operable, for example, to implement relatively simple
data manipulations at a very great speed, whilst simultane-
ously utilizing relatively little electrical power, namely a
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characteristic that is highly advantageous when embodi-
ments of the present disclosure are implemented in mobile
battery-powered apparatus, for example “black box™ flight
recorders for aircraft.

[0244] Furthermore, optionally, the at least one encoder is
operable to communicate the encoded data (E2) to a data
server and/or data storage for storing in a database. The data
server and/or data storage is arranged to be accessible to the
at least one decoder, which is beneficially compatible with
the at least one encoder, for subsequently decoding the
encoded data (E2).

[0245] In some examples, the at least one decoder is
optionally operable to access the encoded data (E2) from the
data server and/or data storage.

[0246] In alternative examples, the at least one encoder is
optionally operable to stream the encoded data (E2) to the at
least one decoder, either via a data carrier or a data com-
munication network or via a direct connection. Moreover, it
is to be noted that a device equipped with a hardware-based
or software-based encoder can also communicate directly
with another device equipped with a hardware-based or
software-based decoder.

[0247] In yet other alternative examples, the at least one
decoder is optionally implemented so as to retrieve the
encoded data (E2) from a non-transitory (namely non-
transient) computer-readable storage medium, such as a hard
drive and a Solid-State Drive (SSD).

[0248] The at least one decoder includes a data processing
arrangement for processing the encoded data (E2) to gen-
erate the corresponding decoded data (D3) pursuant to
embodiments of the present disclosure. Optionally, the data
processing arrangement of the at least one decoder is imple-
mented by employing at least one RISC processor that is
operable to execute program instructions as elucidated ear-
lier; such a RISC processor is capable of performing rela-
tively simpler concatenated operations at a very high speed,
and is suitable for decoding data provided in a streamed
format, for example in real-time. RISC processors are con-
temporarily employed in smart phones for performing data
processing of heterodyned wireless signals at high speed,
and enable embodiments of the present disclosure to be
conveniently implemented on such smart phones, for
example.

[0249] When embodiments of the present disclosure are
implemented in a multicasting manner, there is a plurality of
such decoders that are employed.

[0250] Optionally, the codec is implemented within a
single device. Alternatively, optionally, the codec is effec-
tively implemented between multiple devices. Optionally,
the codec is implemented as custom-designed digital hard-
ware, for example via use of one or more Application-
Specific Integrated Circuits (ASIC’s). Alternatively or addi-
tionally, optionally, the codec is implemented using
computing hardware that is operable to execute program
instructions, for example provided to the computing hard-
ware on a non-transient (non-transitory) machine-readable
data carrier.

[0251] As an example, the at least one encoder and/or the
at least one decoder can be beneficially employed in con-
sumer electronics apparatus, wireless communication appa-
ratus and associated systems, cameras, smart phones, tablet
computers, personal computers, scientific measuring appa-
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ratus, flight recorders, communications equipments, display
devices, videoconferencing equipments, satellites, but not
limited thereto.
[0252] In a sixth aspect, embodiments of the present
disclosure provide a computer program product comprising
a non-transitory computer-readable storage medium having
computer-readable instructions stored thereon, the com-
puter-readable instructions being executable by a comput-
erized device comprising processing hardware to execute
any of the aforementioned methods pursuant to the afore-
mentioned first or second aspects.

[0253] Optionally, the computer-readable instructions are

downloadable from a software application store, for

example, from an “App store” to the computerized device,
for example to a smart phone.

[0254] Next, embodiments of the present disclosure will

be described with reference to figures.

[0255] Referring to FIG. 1, embodiments of the present

disclosure concern:

[0256] (i) an encoder 110 for encoding input data (D1) to
generate corresponding encoded data (E2), and corre-
sponding methods of encoding the input data (D1) to
generate the encoded data (E2);

[0257] (ii) a decoder 120 for decoding the encoded data
(E2) to generate corresponding decoded data (D3), and
corresponding methods of decoding the encoded data (E2)
to generate the decoded data (D3); and

[0258] (iii) a codec 130 including a combination of at least
one encoder and at least one decoder, for example a
combination of the encoder 110 and the decoder 120.

[0259] Optionally, the decoded data (D3) is subjected to a
transcoder 140 to produce transcoded decoded data (D4).
[0260] Additionally, optionally, the decoded data (D3) or
the transcoded data (D4) is subjected to a scaling unit 150 to
produce decoded, transcoded and scaled data (DS5).
[0261] Optionally, the encoded data (E2) can be subjected
to a Scaling and Transcoding Decoder 121 included in the
decoder 120 to produce decoded data; or decoded and scaled
data; or decoded and transcoded data (D4); or decoded,
transcoded and scaled data (D5).
[0262] A left side of FIG. 1 presents an execution path
wherein the encoded data (E2) is decoded by the decoder
(120) into the decoded data (D3), which is either delivered
further as such, or, optionally, firstly transcoded into new
transcoded data (D4), which can be delivered further as
such. However, this transcoded data (D4) can optionally be
scaled into new transcoded and scaled data (D5). It will be
appreciated that the order of the scaling and transcoding
procedures can be swapped freely. Moreover, the decoded
data (D3) can be scaled only or transcoded only.
[0263] A right side of FIG. 1 presents an alternative
execution path wherein the encoded data (E2) is fed to a
combined scaling and transcoding decoder 121, which is
capable of decoding, transcoding and scaling when neces-
sary. The scaling and transcoding decoder 121 either only
decodes the encoded data (E2), or it decodes the encoded
data (E2) and transcodes and/or scales the decoded data into
new data (D5), which can be either only decoded, decoded
and transcoded, decoded and scaled, or decoded, transcoded,
and scaled.

[0264] FIG. 1 is merely an example, which does not

unduly limit the scope of the claims herein. It is to be

understood that the specific designation for the codec 130 is
provided as an example and is not to be construed as limiting
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the codec 130 to specific numbers, types, or arrangements of
encoders and decoders. A person skilled in the art will
recognize many variations, alternatives, and modifications
of embodiments of the present disclosure.

[0265] Referring now to FIG. 2, there is provided a flow
chart depicting steps of a method of encoding input data
(D1) to generate corresponding encoded data (E2), in accor-
dance with an embodiment of the present disclosure. The
method is depicted as a collection of steps in a logical flow
diagram, which represents a sequence of steps that can be
implemented in hardware, software, or a combination
thereof, for example as aforementioned.

[0266] At a step 202, the input data (D1) is encoded into
a plurality of symbols in the encoded data (E2), wherein the
plurality of symbols represent data as defined by at least one
palette.

[0267] At astep 204, data representative of the at least one
palette is compressed into compressed palette data in a
lossless manner. Optionally, in accordance with the step 204,
one channel or mutually different channels of a given palette
are compressed:

(1) in an interleaved format (namely together);

(i) in a planar format (namely together or separately); or
(i) in a format that indicates different palette entry values,
for example as a 1-dimensional look-up-table (1-D LUT),
for each of the mutually different channels, together with
availability information indicative of combinations of pal-
ette entry values used in the given palette.

[0268] Any combination of (i) to (iii) are potentially
employed, for example in a dynamically changing manner
as given input data (D1) is being encoded to generate the
encoded data (E2), mutatis mutandis in a dynamically
changing manner in a corresponding decoder.

[0269] At a step 206, the compressed palette data is
included in the encoded data (E2) in a manner that palette
entry values of the at least one palette are provided con-
secutively within the encoded data (E2).

[0270] The steps 202 to 206 are only illustrative and other
alternatives can also be provided where one or more steps
are added, one or more steps are removed, or one or more
steps are provided in a different sequence without departing
from the scope of the claims herein.

[0271] Referring now to FIG. 3, there is provided a flow
chart depicting steps of a method of decoding encoded data
(E2) to generate corresponding decoded data (D3), in accor-
dance with an embodiment of the present disclosure. The
method is depicted as a collection of steps in a logical flow
diagram, which represents a sequence of steps that can be
implemented in hardware, software, or a combination
thereof, for example as aforementioned.

[0272] At astep 302, compressed palette data included in
the encoded data (E2) is decompressed to generate at least
one palette, wherein palette entry values of the at least one
palette are provided consecutively within the encoded data
(E2). In accordance with the step 302, the compressed
palette data is decompressed in a lossless mannet.

[0273] Optionally, the compressed palette data includes
one channel or mutually different channels of a given palette
that are compressed:

(i) in an interleaved format (namely together);

(i) in a planar format (namely together or separately); or
(ii1) in a format that indicates different palette entry values,
for example as a 1-dimensional look-up-table (1-D LUT),
for each of the mutually different channels, together with
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availability information indicative of combinations of pal-
ette entry values used in the given palette.

[0274] At a step 304, the at least one palette is employed
10 decode a plurality of symbols in the encoded data (E2) to
generate the decoded data (D3).

[0275] The steps 302 to 304 are only illustrative and other
alternatives can also be provided where one or more steps
are added, one or more steps are removed, or one or more
steps are provided in a different sequence without departing
from the scope of the claims herein.

[0276] Referring next to FIG. 4A, there is shown an
illustration of example data or palette expressed via use of
channels A, B and C in an interleaved format, wherein the
data or the palette associated with the channels A, B and C
are to be compressed mutually together, in accordance with
an embodiment of the present disclosure. Moreover, in FIG.
4B, there is shown an illustration of example data or palette
expressed via use of channels A, B and C in a planar format,
wherein the data or the palette associated with the channels
A, B, and C are to be compressed mutually together, in
accordance with an embodiment of the present disclosure.
Furthermore, in FIG. 4C, there is shown an illustration of
example data or palette, wherein the data or the palette
associated with the channels A, B and C are in a planar
format and are to be compressed mutually separately, in
accordance with an embodiment of the present disclosure.
The example data represents, for example, image data, audio
data, sensor data, genetic data, but not limited thereto.
[0277] Referring next to FIG. 5, data denoted by “Y” is,
for example, color-defining data associated with one or more
images. When expressed in a planar format, the data “Y” has
palette entry values, which are integer values, as shown, in
arange of 71 to 166. The palette entry values are expressible
in a 1-dimensional look-up-table (1-D LUT), having values
71, 97, 102 and 166, which are referenced by index values
0, 1, 2 and 3, respectively. As the palette entry values are
delivered in a specific order, the index values 0, 1, 2 and 3
are not required to be delivered from an encoder to a
corresponding decoder, and are known implicitly.

[0278] Using the index values during encoding of the
images, the color-defining values can also be defined effi-
ciently in a planar format, by using fewer bits, with reference
to the 1-D LUT. There is thereby provided an efficient
method of encoding the data denoted by “Y™, in accordance
with an embodiment of the present disclosure.

[0279] In FIG. 6A, an example of representing data to be
encoded in an interleaved format for channels A, B and C is
shown at a bottom region of the diagram and an image is
shown at a top region of the diagram.

[0280] An example of a lossy method of encoding data,
which is illustrated in FIG. 6A. is provided in FIG. 6B, in
accordance with an embodiment of the present disclosure.
Referring next to FIG. 6B, the data to be encoded is
represented in three planes associated with channels A, B
and C. For the values present in the data to be encoded, it is
feasible to generate a lossy palette defined by an index
parameter value I, and values for the channels A, B and C,
as illustrated. The palette can, for example, be described by
a collection of 1-dimensional look-up-tables (1-D LUT),
wherein each of the channels A, B and C has its associated
1-D LUT as shown.

[0281] By employing the palette and its index parameter
values ‘T, it is feasible to represent the data to be encoded
as lossy encoded data (E2), wherein the encoded data (E2)
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includes a header portion that includes compressed palette
data, denoted by “CP”, and a body portion that includes
compressed data as compressed index values based upon
palette, denoted by “CI”. Different portions of CP and/or CI
data are optionally further encoded by using entropy-encod-
ing methods, for example, such as range coding or VLC
coding.
[0282] As shown in FIG. 6B, in the compressed palette
“CP”, palette entry values are provided consecutively with-
out any other values in between, namely as a coherent chunk
of data. In other words, as the palette entry values are
delivered in a specific order, their corresponding index
values are not required to be delivered from an encoder to a
corresponding decoder, and are known implicitly.
[0283] An example of a decoded data generated from the
lossy encoded data of FIG. 6B is illustrated in FIG. 6C,
wherein the decoded data is represented, for channels A, B
and C, in an interleaved format shown at a bottom region of
the diagram and as an image shown at a top region of the
diagram.
[0284] Methods associated with FIG. 4A to FIG. 6B are
usefully employed in an encoder for encoding input data
(D1) to generate corresponding encoded data (E2), and an
inverse of the methods is usefully employed when decoding
the encoded data (E2) to generate corresponding decoded
data (D3). An example of decoded data is shown in FIG. 6C.
In FIG. 5, two upper images represent the data to be encoded
and corresponding decoded data as per a lossless mode of
operation.
[0285] Referring next to FIG. 7A, there is illustrated how
a three-channel palette of FIGS. 6A and 6B can be repre-
sented by a 3-D LUT with three indices 0 to 3. These indices
point to four interleaved ‘A, B, C’ color palette entries.
[0286] In FIG. 7B, there is illustrated a form in which
palette entry values in the 3-D LUT depicted in FIG. 7A are
delivered consecutively to an entropy encoder.
[0287] In FIG. 7C, there is illustrated how necessary
header information and the entropy-encoded 3-D LUT are
inserted into the encoded data (E2). In the illustrated
example, the header includes information indicative of the
entropy-encoding method employed (for example, a code
word indicating the entropy-encoding method), the length of
compressed palette data represented by ‘L.1°, optionally the
length that subsequently decompressed palette data will
have, and other optional data, for example, the maximum
index. After the header, the entropy-encoded palette data
follows.

[0288] InFIG. 7D, there is shown the length in bytes of the

sections of encoded data (E2) as illustrated with reference to

FIG. 7C. The header includes four bytes of which:

[0289] (a) a first header byte expresses the code word
indicating the entropy-encoding method (for example,
such as “emRange”), and has a numeric value ‘17’;

[0290] (b) a second header byte expresses the length of
compressed palette data, and has a numeric value 5,
denoting a length of five bytes;

[0291] (c) an optional third header byte, expresses the
length of the decompressed palette data (for example, as
depicted in FIG. 4B), and has a numeric value ‘12°, as in
4x3; and

[0292] (d) an optional fourth header byte expresses the
maximum index, and has a numeric value ‘3’. After the
header, five bytes of the entropy-encoded palette data
follow.
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[0293] FIGS. 7A to 7D provide illustrations of how the
data representative of a given palette is compressed.
[0294] Referring next to FIGS. 8A to 8C, there is shown
how a given palette is utilized in encoding data values of an
original image, namely the input data (D1), using indexes
that refer to ordinal numbers of palette entries of the given
palette.

[0295] InFIG. 8A, there are shown the indices of an image
or block with 4x3 pixels. The values of the indices run from
‘0" to “3°, which indicates that there are four palette entries
in the given palette, and therefore four different sets of
values,

[0296] In FIG. 8B, there is shown how the values of the
indices of the image can be represented in a serial form, with
a bit depth set to ‘2’ for the index values. The possible index
values are thus ‘00°, <01°, ‘10’ and “11°.

[0297] In FIG. 8C, there is shown how the serial form of
the index values depicted in FIG. 8B can be signalled using
only three bytes, as compared with twelve bytes required
originally. If the three bytes were to be understood as 8-bit
integers, then the values would be 127, 26 and 5. The
method used to represent 2-bit index values as bytes can, for
example, be called “cmMaxIndexCopy™, in which the 2-bit
index values are inserted one after the other, either Most
Significant Byte (MSB) first or Least Significant Byte (LSB)
first, in a manner that four 2-bit index values comprise one
8-bit byte. Executing the “cmMaxIndexCopy” method
decreases the data size, even though it does not reduce
entropy. Therefore, this method can be called an “entropy-
coding method”, and the same applies also to Range coding
or VLC coding. This is because the purpose of entropy-
encoding methods is to decrease the data size to approach
the entropy inherent in the data. In contrast, the purpose of
entropy modifiers is to reduce the entropy of the data, prior
to entropy-coding.

[0298] Referring next to FIG. 9, there is illustrated an
example composition of encoded data (E2). The encoded
data (E2) includes a data header, compressed palette data
and compressed data. The data header includes a data size
section, wherein values ‘4’ and ‘3’ refer to dimensions of an
input image (4x3), and a data format section, which is a
numeric designation of a format employed (for example,
ffRGBLUT, wherein “RGB” indicates that there are three
colour channels in the order R, G and B and “LUT” indicates
that a given palette is compressed using LUT coding). The
compressed palette data is the same as the example of
compressed palette whose construction and composition has
been illustrated in conjunction with FIGS. 7A to 7D. The
compressed data is the same as the example of compressed
index data whose construction and composition has been
illustrated in conjunction with FIGS. 8A to 8C. Both the
palette entry values of the given palette and their indices
have at this point been separately entropy-encoded and
inserted into the encoded data (E2). The overall size of this
example encoded data (E2), including headers, is now 20
bytes (=3+3+8+3+3 bytes). It is to be noted that these 20
bytes now express the same image that needed 36 bytes
(=4x3x3 bytes) in FIG. 6B.

[0299] Itis also to be noted that if the name of the format
were to have expressed the count of palette entries or the bit
depth required by the indexes that refer to the ordinal
numbers of the palette entries, then there would have been
no need to insert the MaxIndex value 3’ into the encoded
data (E2). The format used in such a case could have been,
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for example, TABCLUT_2 bit or fABCLUT_3, and the
data size of the encoded data (E2) would have shrunk to 19
bytes.

[0300] Referring next to FIG. 10, there are illustrated two
alternative ways for inserting the compressed palette data of
multiple different palettes and their associated index data
into the encoded data (E2). The upper part of FIG. 10 depicts
multiple (in this case, two) separately compressed palette
data placed one after the other, and after the last (second)
compressed palette data, all the sections of input data (D1)
that have been compressed using the different palettes.
[0301] The lower part of FIG. 10 presents a case where
compressed palette data of a first palette is followed by its
associated index data that has been compressed using the
first palette, then followed by compressed palette data of a
second palette and its associated index data that has been
compressed using the second palette, and so on.

[0302] Itis to be noted that the sections ‘Image Data’ in the
encoded data (E2) are the compressed indexes that refer to
the ordinal numbers of the palette entries in the compressed
palette data, which is associated with that particular ‘Image
Data’ section. The individual sections of the encoded data
(E2) have been explained in connection with FIGS. 7A to
8C.

[0303] FIGS. 4Ato 10 are merely examples, which do not
unduly limit the scope of the claims herein. A person skilled
in the art will recognize many variations, alternatives, and
modifications of embodiments of the present disclosure.
[0304] Expressions such as “one or more” and “at least
one”, for example when used as “one or more elements” and
“at least one element”, are to be interpreted to include an
example where there is only one element present, and also
to an alternative example where there are a plurality of
elements present; such interpretation pertains as a default in
the text of the present application, unless an alternative
interpretation is explicitly stated.

[0305] Modifications to embodiments of the invention
described in the foregoing are possible without departing
from the scope of the invention as defined by the accom-

2 4

panying claims. Expressions such as “including”, “compris-
ing”, “incorporating”, “consisting of”, “have”, “is” used to
describe and claim the present invention are intended to be
construed in a non-exclusive manner, namely allowing for
items, components or elements not explicitly described also
to be present. Reference to the singular is also to be
construed to relate to the plural. Numerals included within
parentheses in the accompanying claims are intended to
assist understanding of the claims and should not be con-
strued in any way to limit subject matter claimed by these
claims.
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1. A method of encoding input data to generate corre-
sponding encoded data, wherein the method includes encod-
ing the input data into a plurality of symbols in the encoded
data, wherein the plurality of symbols represent data as
defined by at least one palette included in the encoded data,

characterized in that the method further includes com-

pressing data representative of each of the at least one
palette into corresponding compressed palette data in a
lossless manner for inclusion into the encoded data,
wherein palette entry values of the at least one palette
are provided consecutively within the encoded data.

2. The method of claim 1, characterized in that the method
further includes generating the compressed palette data by
compressing one channel or channels of a given palette:

(1) in an interleaved format;

(i) in a planar format; or

(i) in a format that indicates different index values for

each of the channels, together with availability infor-
mation indicative of combinations of index values used
in the given palette.

3. The method of claim 2, characterized in that the method
includes generating the compressed palette data pursuant to
(1) to (iii) in a format depending upon content and/or data
structure present in the input data (D1), during encoding of
the input data.

4. The method of claim 1, characterized in that the method
includes communicating the plurality of symbols via a
communication channel that is different to a communication
channel that is employed for communicating the compressed
palette data.

5. The method of claim 1, characterized in that the method
includes communicating the plurality of symbols via a
communication channel that is employed for communicat-
ing the compressed palette data.

6. The method of claim 2, characterized in that the method
includes employing at least one entropy-encoding method to
compress the one channel or channels in the interleaved
format.

7. The method of claim 2, characterized in that the method
includes employing at least one entropy-encoding method to
compress the one channel or channels together or separately
in the planar format.

8. (canceled)

9. The method of claim 2, characterized in that the
availability information is represented by way of at least one
of: ordinal numbers of used or unused combinations, bits.

10. A method of decoding encoded data to generate
corresponding decoded data, wherein the method includes
employing at least one palette to decode a plurality of
symbols in the encoded data to generate the decoded data,
each of the at least one palette compressed in a lossless
manner being included in the encoded data,
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characterized in that the method further includes decom-
pressing compressed palette data included in the
encoded data to generate the at least one palette, palette
entry values of the at least one palette being provided
consecutively within the encoded data.

11. The method of claim 10, characterized in that the
compressed palette data includes one channel or channels of
a given palette that are compressed:

(1) in an interleaved format;

(i1) in a planar format; or

(iii) in a format that indicates different index values for

each of the channels, together with availability infor-
mation indicative of combinations of index values used
in the given palette.

12. The method of claim 11, characterized in that the
method includes generating decompressed palette data pur-
suant to (i) to (iil) in a format during decoding of the
encoded data.

13. The method of c¢laim 11, characterized in that the
method includes employing an inverse of at least one
entropy-encoding method employed to decompress the com-
pressed palette data, when the one channel or channels are
compressed in the interleaved format.

14. The method of claim 11, characterized in that the
method includes employing an inverse of at least one
entropy-encoding method employed 1o decompress the com-
pressed palette data, when the one channel or channels are
compressed in the planar format.

15. The method of claim 11, characterized in that the
method includes generating the given palette from the
different index values for each of the channels and the
availability information indicative of the combinations of
index values used in the given palette.

16. The method of claim 11, characterized in that the
availability information is represented by way of at least one
oft ordinal numbers of used or unused combinations, bits.

17. An encoder for encoding input data to generate
corresponding encoded data, wherein the encoder is oper-
able to encode the input data into a plurality of symbols in
the encoded data, wherein the plurality of symbols represent
data as defined by at least one palette included in the
encoded data,

characterized in that the encoder is operable to compress

data representative of each of the at least one palette
into corresponding compressed palette data in a lossless
manner for inclusion into the encoded data, wherein
palette entry values of the at least one palette are
provided consecutively within the encoded data.

18. The encoder of claim 17, characterized in that the
encoder is operable to generate the compressed palette data
by compressing one channel or mutually different channels
of a given palette:

(1) in an interleaved format;

(ii) in a planar format; or

(iil) in a format that indicates different index values for

each of the channels, together with availability infor-
mation indicative of combinations of index values used
in the given palette.

19. The encoder of claim 18, characterized in that the
encoder is operable to generate the compressed palette data
pursuant to (i) to (iii) in a format depending upon content
and/or data structure present in the input data, during encod-
ing of the input data.

20. (canceled)
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21. (canceled)

22. (canceled)

23. (canceled)

24. (canceled)

25. The encoder of claim 18, characterized in that the
availability information is represented by way of at least one
of: ordinal numbers of used or unused combinations, bits.

26. A decoder for decoding encoded data to generate
corresponding decoded data, wherein the decoder is oper-
able to employ at least one palette to decode a plurality of
symbols in the encoded data to generate the decoded data,
each of the at least one palette compressed in a lossless
manner being included in the encoded data,

characterized in that the decoder is operable to decom-

press compressed palette data included in the encoded
data to generate the at least one palette, palette entry
values of the at least one palette being provided con-
secutively within the encoded data.

27. The decoder of claim 26, characterized in that the
compressed palette data includes one channel or mutually
different channels of a given palette that are compressed:

(1) in an interleaved format;

(i1) in a planar format; or

(ii1) in a format that indicates different index values for

each of the mutually different channels, together with
availability information indicative of combinations of
index values used in the given palette.

28. The decoder of claim 27, characterized in that the
decoder is operable to generate decompressed palette data
pursuant to (i) to (iii) in a format during decoding of the
encoded data.
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29. (canceled)

30. (canceled)

31. The decoder of claim 27, characterized in that the
decoder is operable to generate the given palette from the
different index values for each of the channels and the
availability information indicative of the combinations of
index values used in the given palette.

32. The decoder of claim 27, characterized in that the
availability information is represented by way of at least one
of: ordinal numbers of used or unused combinations, bits.

33. A codec including at least one encoder of claim 17 for
encoding input data to generate corresponding encoded data,
and at least one decoder for decoding the encoded data to
generate corresponding decoded data.

34. A computer program product comprising a non-
transitory computer-readable storage medium having com-
puter-readable instructions stored thereon, the computer-
readable instructions being executable by a computerized
device comprising processing hardware to execute a method
comprising:

encoding the input data into a plurality of symbols in the

encoded data, wherein the plurality of symbols repre-
sent data as defined by at least one palette included in
the encoded data,

characterized in that the method further includes com-

pressing data representative of each of the at least one
palette into corresponding compressed palette data in a
lossless manner for inclusion into the encoded data,
wherein palette entry values of the at least one palette
are provided consecutively within the encoded data.
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