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(57) ABSTRACT 

The invention relates to a pattern recognizer, Which, in order 
to recognize the pattern fast and With loWest possible com 
puting poWer, comprises a memory (12) for storing area 
speci?c reference values (REF) calculated on the basis of 
image information of image areas containing parts of the 
pattern to be recognized, and a processor (14) that is con?g 
ured to divide (15) a received image into areas, to calculate 
(16) reference values (REF) area-speci?cally on the basis of 
the image information of said areas, to compare (17) the 
calculated reference values (REF) With the reference values 
(REF) stored in the memory (12) and to indicate (18) that the 
pattern is recognized, in case in the received image there is 
found a part consisting of adjacent areas, Where the reference 
values (REF) of the areas correspond, With suf?cient accu 
racy, to the reference values (REF) stored in the memory (12). 

21 Claims, 3 Drawing Sheets 
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METHOD FOR RECOGNIZING PATTERN, 
PATTERN RECOGNIZER AND COMPUTER 

PROGRAM 

FIELD OF THE INVENTION 

The invention relates to pattern recognition, in Which a 
received image is monitored in order to ?nd out Whether a 
recognizable pattern appears in the image. 

DESCRIPTION OF PRIOR ART 

Pattern recognition in a video image requires considerable 
computing poWer of equipment employed. Therefore, knoWn 
solutions do not enable ef?cient and fast pattern recognition 
With equipment having loWer computing poWer. 

SUMMARY OF THE INVENTION 

The object of the present invention is to solve the above 
described problem and to provide a neW and a more ef?cient 
solution than before for recogniZing a pattern in an image. 
This is achieved by the method of independent claim 1, the 
pattern recogniZer of independent claim 6, the computer pro 
gram of independent claim 12 and the computer readable 
medium of independent claim 13. 

The invention utiliZes the possibility of dividing the pattern 
to be recogniZed and the image Where the pattern is searched 
for into areas, for Which area-speci?c reference values are 
calculated on the basis of image information of the areas. 
Thereafter it is possible to search for a pattern in the image by 
mutually comparing the reference values of image areas in 
process and the reference values of areas containing pattern 
parts. If the image in process then includes a part, Where the 
reference values of the areas correspond, With suf?cient accu 
racy, to the reference values of the areas including pattern 
parts, it is possible to indicate recognition of a pattern. Per 
formed in this manner, the pattern recognition becomes sim 
pler and faster than before, and consequently the computing 
capacity of the equipment employed need not be so high as in 
the prior art solutions. 

Preferred embodiments of the method and the pattern rec 
ogniZer of the invention are disclosed in the attached depen 
dent claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

In the folloWing the invention Will be described in greater 
detail, by Way of example, With reference to the attached 
draWings, in Which 

FIG. 1 illustrates division of an image into areas, 
FIGS. 2a to 2e illustrate sampling of an image area, 
FIG. 3 illustrates a preferred embodiment of the invention, 
FIG. 4 illustrates a ?rst preferred embodiment of a pattern 

recogniZer, and 
FIG. 5 illustrates a second preferred embodiment of the 

pattern recogniZer. 

DESCRIPTION OF AT LEAST ONE 
EMBODIMENT 

FIG. 1 illustrates division of an image 1 into areasA1 toAn. 
The number and siZe of the areas may be selected case 
speci?cally. An option is to divide the image into areas such 
that each area includes 8x8 pixels. The colour intensity of 
pixels is preferably at least 24 bits (RGB, Red-Green-Blue), 
but the best result is achieved by using as deep colour inten 
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2 
sity as possible, for instance the colour intensity of 64 bits. A 
larger movement area requires a better colour depth for 
implementing a speci?c area. 

FIGS. 2a to 2e illustrate sampling in an image area. By Way 
of example, it may be assumed that FIGS. 2a to 2e shoW 
sampling of area A1 in FIG. 1, Whereby from image informa 
tion of said area certain pixels are selected as samples. 

Sample selection may be performed by using supersam 
pling technique knoWn per se, Whereby in the situation of 
FIG. 211 there is utiliZed a grid algorithm for taking nine 
samples in locations indicated by dots in FIG. 2a. Each 
sample thus represents a numerical value of the pixel located 
at said point, the numerical value determining, in practice, the 
colour of this pixel. Alternatively, the sampling may be per 
formed by a random algorithm (FIG. 2b), Poisson Disc algo 
rithm (FIG. 20), Jitter algorithm (FIG. 2d) or Rotated Grid 
algorithm (FIG. 2e). 
When the area in process has been sampled as required, a 

reference value is calculated for said image area on the basis 
of the samples. The reference value may be calculated to 
correspond to the mean of the samples, i.e. the numerical 
values of the pixels, taken in the area. Practical tests have 
shoWn that a good result is achieved, for instance, by using an 
image area of 4x4 or 8x8, supersampling technique and 
24-bit colour intensity of pixels and an original image siZe of 
1920x1080 pixels. In that case supersampling may be imple 
mented, for instance, in the folloWing manner by: 

1) dividing a source image into equal-siZed rectangles, 
each of the rectangles corresponding to one image area; 

2) calculating a Weighted sum of all pixels locating inside 
the rectangle or intersected by the rectangle. If the pixel is 
located inside the rectangle, this pixel value is given a Weight 
value of 1. If the pixel, Which is intersected by the rectangle, 
and the rectangle have an intersection area a<1, said pixel 
value is given a Weight value of a. 

3) for calculating a reference value, dividing the Weighted 
sum by the surface area of the rectangle (expressed as pixels, 
Whereby the surface area is the horiZontal number of pixels in 
the rectangle multiplied by the vertical number of the pixels in 
the rectangle). 

In the above it is explained, by Way of example, that all the 
pixels in the area are taken into account in the calculation of 
a reference value and that the areas are expressly rectangular 
in shape. This is not necessary, hoWever, but the reference 
value calculation may also be performed by sampling only 
some of the pixels in the area and by dividing the image into 
areas of other than rectangular shapes, for instance, into tri 
angular areas. 

FIG. 3 illustrates a preferred embodiment of the invention. 
In step A there is received an image that contains a pattern 

to be recogniZed. In this connection the concept “pattern” 
shall be understood in a broad sense comprising, for instance, 
parts of human beings, objects or goods as Well as various 
?gures, Which need to be subsequently recognized, for one 
reason or another, in the received images. In step A, the image 
containing the pattern is also divided into areas, for instance, 
into rectangular, equal-siZed areas as described above. 

In step B there is calculated a reference value for image 
areas containing pattern parts. The reference value calcula 
tion may be carried out as described above. Each image area 
containing a pattern part Will thus have a speci?c reference 
value. 

In step C the calculated reference values are stored in 
memory. In some embodiments it may be advantageous to 
store in memory not only the reference values but also posi 
tion data Which indicates the mutual location of the areas to 
Which the reference values correpond. After step C, the de? 
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nition of the pattern to be recognized is completed and next it 
is possible to start recognizing the pattern to be recognized in 
the image or images. 

In step D reception of images is started. The question may 
be, for instance, of a video image produced by a video camera 
and consisting, in practice, of a plurality of individual, suc 
cessive images. 

In step E an individual, received image is divided into 
areas. The division into areas is carried out in the correspond 
ing manner as in connection With step A. 

In step F reference values are calculated for the image areas 
on the basis of their image information as described above, for 
instance. 

In step G the calculated reference values of the image in 
process are compared With the reference values stored in the 
memory. If in the processed image there is found an image 
part consisting of adjacent areas, Where the reference values 
of the areas correspond, With suf?cient accuracy, to the stored 
reference values, in step H it is indicated that the pattern to be 
recognized is found. HoW the pattern recognition is indicated 
depends on the application. In some situations it is possible to 
trigger an audio signal, to display the information on a display 
device or, for instance, to control a device, such as a garage 
door or a boom of a parking lot, When a vehicle having an 
alloWed registration number is approaching. 

It is likely that in all situations the stored reference values 
of areas containing patternparts do not fully correspond to the 
reference values in the image part Where the pattern to be 
recognized is located. Hence, it Will suf?ce that the compari 
son shoWs that the reference values correspond to one another 
With suf?cient accuracy. What the suf?cient accuracy is, var 
ies case-speci?cally. For instance, it is possible that the ref 
erence values of areas in the part correspond With su?icient 
accuracy to the stored reference values, in case the proportion 
of areas Which are found in said part and Whose reference 
values correspond to the stored reference values, of all stored 
values, exceeds a given limit value. The user may thus deter 
mine the limit value denoting that the pattern recognition is to 
be indicated in case eg 70% of the stored reference areas are 
found in said image part. In that case, if the reference values 
of ten areas containing image parts are stored in the memory 
and in the image part there are found seven areas for Which the 
reference values correspond to those stored in the memory, 
pattern recognition is indicated. 

It is also conceivable that the reference value comparison 
does not require absolutely the same value, but that tWo 
reference values are deemed to correspond to one another, if 
they deviate from one another at most for a given variation 
range de?ned by the user. Thus, for instance, it may be 
deemed that a reference value R is found, if the reference 
value is found Within the range of [R-lO . . . R+l0]. 

In practical implementations a neural netWork is preferably 
used in step G to deduce Whether the pattern is recognized. 

In step I it is checked Whether the processed image is the 
last one. If not, the process returns to block D for processing 
a subsequent image. 

In the above it is described by Way of example that in 
connection With pattern recognition it is only indicated that a 
pattern is recognized. Unlike this, it is also conceivable that in 
connection With the indication there is also produced infor 
mation on at least the travel direction and speed of the recog 
nized pattern. In order to enable this, in step H there is stored 
in the memory information on the location in the image Where 
the pattern Was recognized. When the pattern is subsequently 
recognized in another image, the location of the pattern stored 
in the memory is compared With its location in another image. 
Thereafter, on the basis of the locations it is possible to 
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4 
calculate the travel direction. If the point in time When the 
pattern appeared in the ?rst location is also stored in the 
memory, and a point in time When it appeared in the second 
location is found out, it Will be possible to calculate the speed 
of the pattern. 
The above-described embodiment is very ef?cient When 

several different patterns are to be recognized, for instance. In 
that case the same memory Will contain area-speci?c refer 
ence values for all patterns to be recognized. During reception 
of images it is suf?cient to check if this memory contains the 
area-speci?c reference values of the latest received image. If 
not, no additional checks are needed, but instead, processing 
of a folloWing received image may begin. 

In practice, the steps of FIG. 3 may be implemented, for 
instance, by a computer program that is stored on a disc or 
other computer-readable media and that controls a program 
mable device for implementing steps A to I. 

FIG. 4 illustrates a ?rst preferred embodiment of a pattern 
recognizer 10. In practice, the pattern recognizer may consist 
of a programmable device, such as a computer, IP camera, 
mobile phone or palmtop computer, to Which is connected or 
integrated a camera, and Which is arranged to execute the 
computer program that controls said device. 

In the example of FIG. 4 it is assumed, by Way of example, 
that the pattern recognizer 1 0 receives from an external device 
calculated reference values REF for areas containing parts of 
the pattern to be recognized and position data POS represent 
ing the mutual locations of the areas corresponding to the 
reference values. Hence, there is no need to carry out steps A 
to C of FIG. 3 by means of the pattern recognizer of FIG. 4, 
but by means of separate equipment. It should be noted that 
the position data POS need not be considered in all embodi 
ments, but it Will be suf?cient for the comparison associated 
With the pattern recognition that the reference values to be 
compared correspond to each other With su?icient accuracy 
Without considering the mutual location of the corresponding 
areas. 

In the case of FIG. 4 the pattern recognizer 10 includes an 
input 11, for instance a serial bus, through Which the reference 
values REF and the position data POS are received and stored 
in the memory 12. 
By means of a camera 13 the pattern recognizer 10 gener 

ates a video signal that is transmitted to the use of a processor 
14. In practice, the processor 14 may be implemented by 
circuit solutions, computer softWare or a combination 
thereof. In this embodiment, a sampling block 15 of the 
processor divides the received image into areas and performs 
sampling of the areas as described above. Thereafter, a cal 
culating block 16 of the processor calculates area-speci?c 
reference values from the samples. The reference values REF 
and the position data POS of areas associated thereWith and 
produced by the sampling block are transmitted to a compari 
son block 17 of the processor 14. The comparison block 17 
carries out the comparison described in connection With 
block G of FIG. 3 by utilizing the data stored in the memory 
12. On the basis of the comparison result an indication block 
18 of the processor 14 indicates that a pattern is recognized as 
described in connection Withblock H of FIG. 3. In connection 
With the indication it is also possible to produce information 
on the travel direction and/ or speed of the recognized pattern. 

FIG. 5 illustrates a second preferred embodiment of the 
pattern recognizer 20. The pattern recognizer of FIG. 5 cor 
responds to a great extent to the pattern recognizer of FIG. 4, 
and consequently the embodiment of FIG. 5 is described in 
the folloWing primarily by highlighting the differences 
betWeen the embodiments. 
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The pattern recognizer 20 of FIG. 5 includes a user inter 
face 29, through Which the operator of the pattern recognizer 
may control the processor 24 of the pattern recogniZer 20 to 
carry out the storing of reference values in the memory 12 as 
described in connection With steps A to C of FIG. 3. 

The user interface 29 may include a display and a key 
board, through Which the user may indicate in the image 
produced by the camera 13 the areas Where parts of the pattern 
to be recogniZed are located. For these areas the sampling 
block 15, calculating block 16 and comparison block 27 take 
care that the reference values REF and the relative position 
data POS are stored in the memory 12. The storing of the 
position data POS is not necessary in all implementations, as 
is described above. 

Because in the embodiment of FIG. 5 it is possible to take 
care that reference values REF and the position data POS Will 
be stored in the memory, the input 11 described in connection 
With FIG. 4 is not needed for this purpose. 

It is to be understood that the above description and the 
relating ?gures are only intended to illustrate the present 
invention. It is obvious to persons skilled in the art that the 
invention may be modi?ed and otherWise altered Without 
deviating from the scope of the claims. 

The invention claimed is: 
1. A method for determining a recogniZed pattern of an 

object in a single received original image in pixel format, 
comprising: 

dividing the single received original pixel image into a 
plurality of received image areas, 

calculating a plurality of area-speci?c reference values, 
one for each of the plurality of received pixel image 
areas, at least one of the area-speci?c reference values 
being based upon statistics of less than all of the sample 
pixel values in the respective received image area, at 
least one of the area-speci?c reference values being cal 
culated based upon plurality of the sample pixel values 
in the respective received image area such that a total 
number of area-speci?c reference values is smaller than 
a total number of sample pixel values, 

employing only one comparison step Which includes com 
paring at least one of the calculated area-speci?c refer 
ence values With only ?rst reference values associated 
With a plurality of pattern parts of objects, and 

determining the recogniZed pattern of the object When tWo 
or more adjacent received image areas have area-spe 
ci?c reference values Which correspond to tWo or more 
of the ?rst reference values by a predetermined percent 
age. 

2. The method of claim 1, Wherein the area-speci?c refer 
ence value of the area is calculated by calculating a mean of 
samples comprising individual pixel values of the area. 

3. The method of claim 1, Wherein the area-speci?c refer 
ence value of the area is calculated by supersampling. 

4. The method of claim 1, Wherein the area-speci?c refer 
ence values of the areas in the part correspond, With su?icient 
accuracy, to the stored reference values if the proportion of 
areas Which are found in said part and Whose reference values 
correspond to the stored reference values of all stored refer 
ence values, exceeds a given limit value. 

5. The method of claim 1, Wherein 
When the recogniZed pattern is found, information on the 

location of the pattern in the image is stored in the 
memory, and 

When the recogniZed pattern is found a subsequent time in 
another image, at least the travel direction or speed of the 
pattern is calculated on the basis of the location of the 
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6 
pattern and the location of the pattern stored in the 
memory, and said at least travel direction or speed Will 
be indicated. 

6. A pattern recogniZer comprising: 
a memory for storing area-speci?c reference values calcu 

lated on the basis of image information of image areas 
containing parts of a pattern to be recogniZed, and 

a processor Which is con?gured: 
to divide a single received original pixel image into a 

plurality of received image areas, 
to calculate a plurality of area-speci?c reference values, 

one for each of the plurality of received pixel image 
areas, at least one of the area-speci?c reference values 
being based upon statistics of less than all of the sample 
pixel values in the respective received image area, at 
least one of the area-speci?c reference values being cal 
culated based upon a plurality of the sample pixel values 
in the respective received image area such that a total 
number of area-speci?c reference values is smaller than 
a total number of sample pixel values, 

employing only one comparison step to compare the cal 
culated area-speci?c reference values With ?rst refer 
ence values associated With a plurality of pattern parts of 
objects, and 

to determine a recogniZed pattern of the object When tWo or 
more adjacent received image areas have area-speci?c 
reference values Which correspond to tWo or more of the 
?rst reference values by a predetermined percentage. 

7. The pattern recogniZer of claim 6, Wherein the processor 
calculates the area-speci?c reference value of the area by 
calculating a mean of the samples consisting of individual 
pixel values of the received image area. 

8. The pattern recogniZer of claim 6, Wherein the processor 
calculates the area-speci?c reference value of the area by 
supersampling. 

9. The pattern recogniZer of claim 6, Wherein 
When the recogniZed pattern is found, information on the 

location of the pattern in the image is stored in the 
memory, and 

When the recogniZed pattern is found a subsequent time in 
another image, at least the travel direction or speed of the 
pattern is calculated on the basis of the location of the 
pattern and the location of the pattern stored in the 
memory, and said at least travel direction or speed Will 
be indicated. 

10. The pattern recogniZer of claim 6, Wherein 
the pattern recogniZer further comprises a user interface 

through Which the user may select in the image the 
image areas Where parts of the pattern to be recogniZed 
appear, and 

the processor is con?gured to calculate area-speci?c refer 
ence values for the image areas selected through the user 
interface on the basis of the image information of said 
areas and to store said reference values in the memory. 

11. A non-transitory computer readable medium contain 
ing a computer program con?gured to control a program 
mable device for implementing the method of claim 1. 

12. A non-transitory computer readable medium contain 
ing a computer program con?gured to control a program 
mable device for implementing the method of claim 2. 

13. A non-transitory computer readable medium contain 
ing a computer program con?gured to control a program 
mable device for implementing the method of claim 3. 

14. A non-transitory computer readable medium contain 
ing a computer program con?gured to control a program 
mable device for implementing the method of claim 4. 
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15. A non-transitory computer readable medium contain 
ing a computer program con?gured to control a program 
mable device for implementing the method of claim 5. 

16. The method of claim 1, Wherein the step of dividing the 
single received image into a plurality of received image areas 5 
comprises dividing the single received image into a plurality 
of equal siZed and shaped received image areas. 

17. The method of claim 1, further comprising considering 
position data representing mutual locations of the areas cor 
responding to the reference values When comparing the cal- 10 
culated area-speci?c reference values With ?rst reference val 
ues associated With a plurality of pattern parts of objects. 

18. The pattern recogniZer of claim 6, Wherein the proces 
sor is con?gured to divide the single received image into a 
plurality of received image areas by dividing the single 15 
received image into a plurality of equal siZed and shaped 
received image areas. 

19. The pattern recogniZer of claim 6, Wherein the proces 
sor is further con?gured to consider position data represent 
ing mutual locations of the areas corresponding to the refer- 20 
ence values When comparing the calculated area-speci?c 
reference values With ?rst reference values associated With a 
plurality of pattern parts of objects. 

20. The method of claim 1, Wherein the plurality of area 
speci?c reference values corresponds to pixel image areas of 25 
identical siZe that comprise a plurality of pixels. 

21. The pattern recogniZer of claim 6, Wherein the plurality 
of area-speci?c reference values corresponds to pixel image 
areas of identical siZe that comprise a plurality of pixels. 

* * * * * 30 


